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PREFACE

This book is an introduction to the design and analysis of parallel algorithms. There is sufficient material for a one-semester course at the senior or first-year graduate level, and for a follow-up graduate-level course covering more advanced material. Our principal model for algorithmic design is the shared-memory model; however, all of our algorithms are described at a high level similar to that provided by a data-parallel programming environment. It is assumed that the reader has some understanding of elementary discrete mathematics, basic data structures, and algorithms, at the level covered in typical undergraduate curricula in computer science and computer engineering.

The Need

Fundamental physical limitations on processing speeds will eventually force high-performance computations to be targeted principally at the exploitation of parallelism. Just as the fastest cycle times are approaching these fundamental barriers, new generations of parallel machines are emerging. It is just a matter of time until the transition affects the whole activity surrounding general-purpose computing. We hope that this book will serve as a vehicle to prepare the students in computer science and computer engineering for such a transition.
The Model

A universally accepted model for designing and analyzing sequential algorithms consists of a central processing unit with a random access memory attached to it. The success of this model is primarily due to its simplicity and its ability to capture in a significant way the performance of sequential algorithms on von Neumann-type computers. Unfortunately, parallel computation suffers from the lack of a commonly accepted model due to the additional complexity introduced by the presence of a set of interconnected processors. In particular, the performance of a parallel algorithm seems to depend on several factors such as resource requirements, computational concurrency, processor allocation and scheduling, communication, and synchronization.

Our formal model for algorithmic design in this book is the shared-memory model or, more precisely, the parallel random access machine (PRAM). This formal model allows us to establish optimal results and to relate parallel complexity to complexity measures defined on classical models such as the circuit model and Turing machines. However, all our algorithms are described at a higher level called the work-time presentation framework. In this framework, an algorithm is described in terms of a sequence of time units, where any number of concurrent primitive operations can take place during each time unit. The performance of the parallel algorithm is measured in terms of two parameters: work, which is defined to be the total number of operations used by the algorithm, and parallel time, which is the number of time units required to execute the algorithm. This framework provides a simple machine-independent model for writing parallel algorithms. As a matter of fact, it is closely related to data-parallel algorithms that have been shown to be efficiently implementable on a wide variety of parallel machines (SIMD or MIMD, shared memory or distributed memory). The data-parallel programming model has been steadily gaining acceptance in the parallel processing community.

The Use of this Book

There are a number of ways to organize the material of this book into a one-semester course or a sequence of two one-semester courses. The first three chapters (except the sections marked with stars) and Section 4.1 represent the core material that should be covered in first course in parallel algorithms. Chapters 5 through 10 are mostly independent of each other and can be covered in almost any order (however, a parallel approach is not recommended!). One possible sequence for a basic course in parallel algorithms consists of Chapters 1, 2, Sections 3.1–3.3, 4.1–4.2, 4.3.1, 4.4, 4.5–5.2, 5.5, 6.1–6.2, and 8.1–8.3. Chapters 6 through 10 can be used as the basis for a second, more advanced course in parallel algorithms.

A section marked with a star represents either optional material or advanced material that can be skipped without loss of continuity. Each chapter ends with a number of exercises, some of which are straightforward applications of the ideas developed in the chapter, and others present nontrivial extensions. Exercises judged to be on the difficult side are starred. More details and extensions can be found in the references cited at the end of each chapter.

At the end of each chapter, I have cited references that are related to the material covered in the chapter. My apologies to the many authors whose work on parallel algorithms was not cited. I will consider any comments or criticism in this regard and will make appropriate updates in future editions of the book.

Comments or corrections can be communicated to the author through the e-mail address: joseph@src.umd.edu
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The purpose of this chapter is to introduce several parallel models and to specify a suitable framework for presenting and analyzing parallel algorithms. A commonly accepted model for designing and analyzing sequential algorithms consists of a central processing unit with a random-access memory attached to it. The typical instruction set for this model includes reading from and writing into the memory, and basic logic and arithmetic operations. The successful model is due to its simplicity and its ability to capture the performance of sequential algorithms on von Neumann-type computers. Unfortunately parallel computation suffers from the lack of such a widely accepted algorithmic model. There is no such model primarily because the performance of parallel algorithms depends on a set of interrelated factors in a complex fashion that is machine dependent. These factors include computational concurrency, processor allocation and scheduling, communication, and synchronization.

In this chapter, we start with a general discussion of parallel processing and related performance measures. We then introduce the models most widely used in algorithm development and analysis. These models are based on directed acyclic graphs, shared memory, and networks. Directed acyclic graphs can be used to represent certain parallel computations in a natural
way, and can provide a simple parallel model that does not include any architecture-related features. The shared-memory model, where a number of processors communicate through a common global memory, offers an attractive framework for the development of algorithmic techniques for parallel computations. Unlike the two other models, the network model captures communication by incorporating the topology of the interconnections into the model itself. We show several parallel algorithms on these models, followed by a brief comparison.

The shared memory model serves as our vehicle for designing and analyzing parallel algorithms in this book and has been a fertile ground for theoretical research into both the power and limitations of parallelism. We shall describe a general framework for presenting and analyzing parallel algorithms in this model.

1.1 Parallel Processing

The main purpose of parallel processing is to perform computations faster than can be done with a single processor by using a number of processors concurrently. The pursuit of this goal has had a tremendous influence on almost all the activities related to computing. The need for faster solutions and for solving larger-size problems arises in a wide variety of applications. These include fluid dynamics, weather prediction, modeling and simulation of large systems, information processing and extraction, image processing, artificial intelligence, and automated manufacturing.

Three main factors have contributed to the current strong trend in favor of parallel processing. First, the hardware cost has been falling steadily; hence, it is now possible to build systems with many processors at a reasonable cost. Second, the very large scale integration (VLSI) circuit technology has advanced to the point where it is possible to design complex systems requiring millions of transistors on a single chip. Third, the fastest cycle time of a von Neumann-type processor seems to be approaching fundamental physical limitations beyond which no improvement is possible; in addition, as higher performance is squeezed out of a sequential processor, the associated cost increases dramatically. All these factors have pushed researchers into exploring parallelism and its potential use in important applications.

A parallel computer is simply a collection of processors, typically of the same type, interconnected in a certain fashion to allow the coordination of their activities and the exchange of data. The processors are assumed to be located within a small distance of one another, and are primarily used to solve a given problem jointly. Contrast such computers with distributed systems, where a set of possibly many different types of processors are distributed over a large geographic area, and where the primary goals are to use the available distributed resources, and to collect information and transmit it over a network connecting the various processors.

Parallel computers can be classified according to a variety of architectural features and modes of operations. In particular, these criteria include the type and the number of processors, the interconnections among the processors and the corresponding communication schemes, the overall control and synchronization, and the input/output operations. These considerations are outside the scope of this book.

Our main goal is to present algorithms that are suitable for implementation on parallel computers. We emphasize techniques, paradigms, and methods, rather than detailed algorithms for specific applications. An immediate question comes to mind: How should an algorithm be evaluated for its suitability for parallel processing? As in the case of sequential algorithms, there are several important criteria, such as time performance, space utilization, and programmability. The situation for parallel algorithms is more complicated due to the presence of additional parameters, such as the number of processors, the capacities of the local memories, the communication scheme, and the synchronization protocols. To get started, we introduce two general measures commonly used for evaluating the performance of a parallel algorithm.

Let $P$ be a given computational problem and let $n$ be its input size. Denote the sequential complexity of $P$ by $T^*(n)$. That is, there is a sequential algorithm that solves $P$ within this time bound, and, in addition, we can prove that no sequential algorithm can solve $P$ faster. Let $A$ be a parallel algorithm that solves $P$ in time $T_p(n)$ on a parallel computer with $p$ processors. Then, the speedup achieved by $A$ is defined to be

$$S_p(n) = \frac{T^*(n)}{T_p(n)}.$$  

Clearly, $S_p(n)$ measures the speedup factor obtained by algorithm $A$ when $p$ processors are available. Ideally, since $S_p(n) \leq p$, we would like to design algorithms that achieve $S_p(n) = p$. In reality, there are several factors that introduce inefficiencies. These include insufficient concurrency in the computation, delays introduced by communication, and overhead incurred in synchronizing the activities of various processors and in controlling the system.

Note that $T_1(n)$, the running time of the parallel algorithm $A$ when the number $p$ of processors is equal to 1, is not necessarily the same as $T^*(n)$; hence, the speedup is measured relative to the best possible sequential algorithm. It is common practice to replace $T^*(n)$ by the time bound of the best known sequential algorithm whenever the complexity of the problem is not known.
Another performance measure of the parallel algorithm \( A \) is **efficiency**, defined by

\[
E_p(n) = \frac{T_p(n)}{p T_1(n)}.
\]

This measure provides an indication of the effective utilization of the \( p \) processors relative to the given algorithm. A value of \( E_p(n) \) approximately equal to 1, for some \( p \), indicates that algorithm \( A \) runs approximately \( p \) times faster using \( p \) processors than it does with one processor. It follows that each of the processors is doing "useful work" during each time step relative to the total amount of work required by algorithm \( A \).

There exists a limiting bound on the running time, denoted by \( T_\infty(n) \), beyond which the algorithm cannot run any faster, no matter what the number of processors. Hence, \( T_p(n) \geq T_\infty(n) \), for any value of \( p \), and thus the efficiency \( E_p(n) \) satisfies \( E_p(n) \leq T_1(n)/p T_\infty(n) \). Therefore, the efficiency of an algorithm degrades quickly as \( p \) grows beyond \( T_1(n)/T_\infty(n) \).

Our main goal in this book is to develop parallel algorithms that can provably achieve the best possible speedup. Therefore, our model of parallel computation must allow the mathematical derivation of an estimate on the running time \( T_p(n) \) and the establishment of lower bounds on the best possible speedup for a given problem. Before introducing several candidate models, we outline the background knowledge that readers should have.

### 1.2 Background

Readers should have an understanding of elementary data structures and basic techniques for designing and analyzing sequential algorithms. Such material is usually covered at the undergraduate level in computer science and computer engineering curricula. Our terminology and notation are standard; they are described in several of the references given at the end of this chapter.

Algorithms are expressed in a high-level language in common use. Each algorithm begins with a description of its input and its output, followed by a statement (which consists of a sequence of one or more statements). We next give a list of the statements most frequently used in our algorithms. We shall augment this list later with constructs needed for expressing parallelism.

1. **Assignment statement:**
   
   variable := expression
   
   The expression on the right is evaluated and assigned to the variable on the left.

2. **Begin-end statement:**
   
   begin
     statement
   end
   
   This block defines a sequence of statements that must be executed in the order in which they appear.

3. **Conditional statement:**
   
   if (condition) then statement [else statement]
   
   The condition is evaluated, and the statement following then is executed if the value of the condition is **true**. The else part is optional; it is executed if the condition is **false**. In the case of nested conditional statements, we use braces to indicate the if statement associated with each else statement.

4. **Loops:** We use one of the following two formats:
   
   for variable from initial value to final value do statement
   
   while (condition) do statement
   
   The interpretation of the for loop is as follows. If the initial value is less than or equal to the final value, the statement following do is executed, and the value of the variable is incremented by one. Otherwise, the execution of the loop terminates. The same process is repeated with the new value of the variable, until that value exceeds the final value, in which case the execution of the loop terminates.
   
   The while loop is similar, except that the condition is tested before each execution of the statement. If the condition is **true**, the statement is executed; otherwise, the execution of the loop terminates.

5. **Exit statement:**
   
   exit
   
   This statement causes the execution of the whole algorithm to terminate.

The bounds on the resources (for example, time and space) required by a sequential algorithm are measured as a function of the input size, which reflects the amount of data to be processed. We are primarily interested in the **worst-case** analysis of algorithms; hence, given an input size \( n \), each resource bound represents the maximum amount of that resource required by any instance of size \( n \). These bounds are expressed **asymptotically** using the following standard notation:

- \( T(n) = O(f(n)) \) if there exist positive constants \( c \) and \( n_0 \) such that \( T(n) \leq cf(n) \), for all \( n \geq n_0 \).
\( T(n) = \Omega(f(n)) \) if there exist positive constants \( c \) and \( n_0 \) such that \( T(n) \geq cf(n) \), for all \( n \geq n_0 \).

\( T(n) = O(f(n)) \) if \( T(n) = O(f(n)) \) and \( T(n) = \Omega(f(n)) \).

The running time of a sequential algorithm is estimated by the number of basic operations required by the algorithm as a function of the input size. This definition naturally leads to the questions of what constitutes a basic operation, and whether the cost of an operation should be a function of the word size of the data involved. These issues depend on the specific problem at hand and the model of computation used. Briefly, we charge a unit of time to the operations of reading from and writing into the memory, and to basic arithmetic and logic operations (such as adding, subtracting, comparing, or multiplying two numbers, and computing the bitwise logic OR or AND of two words). The cost of an operation does not depend on the word size; hence, we are using what is called the uniform cost criterion. A formal computational model suitable for our purposes is the Random Access Machine (RAM), which assumes the presence of a central processing unit with a random-access memory attached to it, and some way to handle the input and the output operations. A knowledge of this model beyond our informal description is not necessary for understanding the material covered in this book. For more details concerning the analysis of algorithms, refer to the bibliographic notes at the end of this chapter.

Finally, all logarithms used in this book are to the base 2 unless otherwise stated. A logarithm used in an asymptotic expression will always have a minimum value of 1.

### 1.3 Parallel Models

The RAM model has been used successfully to predict the performance of sequential algorithms. Modeling parallel computation is considerably more challenging given the new dimension introduced by the presence of many interconnected processors. We should state at the outset that we are primarily interested in algorithmic models that can be used as general frameworks for describing and analyzing parallel algorithms. Ideally, we would like our model to satisfy the following (conflicting) requirements:

- **Simplicity**: The model should be simple enough to allow us to describe parallel algorithms easily, and to analyze mathematically important performance measures such as speed, communication, and memory utilization. In addition, the model should not be tied to any particular class of architectures, and hence should be as hardware-independent as possible.

- **Implementability**: The parallel algorithms developed for the model should be easily implementable on parallel computers. In addition, the analysis performed should capture in a significant way the actual performance of these algorithms on parallel computers.

Thus far, no single algorithmic parallel model has proved to be acceptable to most researchers in parallel processing. The literature contains an abundant number of parallel algorithms for specific architectures and specific parallel machines; such reports describe a great number of case studies, but offer few unifying techniques and methods.

In Sections 1.3.1 through 1.3.3, we introduce three parallel models and briefly discuss their relative merits. Other parallel models, such as parallel comparison trees, sorting networks, and Boolean circuits, will be introduced later in the book. We also state our choice of the parallel model used in this book and provide justification for this choice.

#### 1.3.1 DIRECTED ACYCLIC GRAPHS

Many computations can be represented by directed acyclic graphs (dags) in a natural way. Each input is represented by a node that has no incoming arcs. Each operation is represented by a node that has incoming arcs from the nodes representing the operands. The indegree of each internal node is at most two. A node whose outdegree is equal to zero represents an output. We assume the unit cost criterion, where each node represents an operation that takes one unit of time.

A directed acyclic graph with \( n \) input nodes represents a computation that has no branching instructions and that has an input of size \( n \). Therefore, an algorithm is represented by a family of dags \( \{G_n\} \), where \( G_n \) corresponds to the algorithm with input size \( n \).

This model is particularly suitable for analyzing numerical computations, since branching instructions are typically used to execute a sequence of operations a certain number of times, dependent on the input size \( n \). In this case, we can unroll a branching instruction by duplicating the sequence of operations to be repeated the appropriate number of times.

A dag specifies the operations performed by the algorithm, and implies precedence constraints on the order in which these operations must be performed. It is completely architecture-independent.

**EXAMPLE 1.1**: Consider the problem of computing the sum \( S \) of the \( n = 2^k \) elements of an array \( A \). Two possible algorithms are represented by their dags in Fig. 1.1 for \( n = 8 \). The algorithm in Fig. 1.1(a) computes the partial sums consecutively, starting with \( A(1) + A(2) \), followed by \( (A(1) + A(2)) + A(3) \), and so on. The
algorithm in Fig. 1.1(b) proceeds in a complete binary tree fashion that begins by computing the sums \( A(1) + A(2), A(3) + A(4), \ldots, A(n-1) + A(n) \) at the lowest level, and repeats the process at the next level with \( \frac{n}{2} \) elements, and so on until the sum is computed at the root.

The dag model can be used to analyze the performance of a parallel algorithm under the assumption that any processor can access the data computed by any other processor, without incurring additional cost. We can specify a particular implementation of the algorithm by scheduling each node for execution on a particular processor. More precisely, given \( p \) processors, we have to associate with each internal node \( i \) of the dag a pair \((j_i, t_i)\), where \( j_i \leq p \) is the index of a processor and \( t_i \) is a time unit (processor \( P_{j_i} \) executes the operation specified by node \( i \) at time \( t_i \)), such that the following two conditions hold:

1. If \( t_i = t_k \) for some \( i \neq k \), then \( j_i = j_k \). That is, each processor can perform a single operation during each unit of time.
2. If \( (i, k) \) is an arc in the graph, then \( t_k \geq t_i + 1 \). That is, the operation represented by node \( k \) should be scheduled after the operation represented by node \( i \) has been completed.

The time \( t_i \) of an input node \( i \) is assumed to be 0, and no processor is allocated to the node \( i \). We call the sequence \( \{(j_i, t_i) \mid i \in N\} \) a schedule for the parallel execution of the dag by \( p \) processors, where \( N \) is the set of nodes in the dag.

For any given schedule, the corresponding time for executing the algorithm is given by \( \max_{i \in N} t_i \). The parallel complexity of the dag is defined by \( T_P(n) = \min \{ \max_{i \in N} t_i \} \), where the minimum is taken over all schedules that use \( p \) processors. Clearly, the depth of the dag, which is the length of the longest path between an input and an output node, is a lower bound on \( T_P(n) \), for any number \( p \) of processors.

**EXAMPLE 1.2:**
Consider the two sum algorithms presented in Example 1.1 for an arbitrary number \( n \) of elements. It is clear that the best schedule of the algorithm represented in Fig. 1.1(a) takes \( O(n) \) time, regardless of the number of processors available, whereas the best schedule of the dag of Fig. 1.1(b) takes \( O(\log n) \) time with \( \frac{n}{2} \) processors. In either case, the scheduling algorithm is straightforward and proceeds bottom up, level by level, where all the nodes at the same level have the same execution time.

**EXAMPLE 1.3:** (Matrix Multiplication)
Let \( A \) and \( B \) be two \( n \times n \) matrices. Consider the standard algorithm to compute the product \( C = AB \). Each \( C(i, j) \) is computed using the expression \( C(i, j) = \sum_{k=1}^{n} A(i, k)B(k, j) \). A dag to compute \( C(i, j) \) for \( n = 4 \) is shown in Fig. 1.2. Given \( n^3 \) processors, the operations can be scheduled level by level, using \( n \) processors to compute each entry of \( C \); hence, the dag can be scheduled to compute \( C \) in \( O(\log n) \) time.

### 1.3.2 THE SHARED-MEMORY MODEL
The next model is a natural extension of our basic sequential model; in the new model, many processors have access to a single shared memory unit. More precisely, the shared-memory model consists of a number of processors, each of which has its own local memory and can execute its own local program, and all of which communicate by exchanging data through a shared
There are two basic modes of operation of a shared-memory model. In the first mode, called synchronous, all the processors operate synchronously under the control of a common clock. A standard name for the synchronous shared-memory model is the parallel random-access machine (PRAM) model. In the second mode, called asynchronous, each processor operates under a separate clock. In the asynchronous mode of operation, it is the programmer's responsibility to set appropriate synchronization points whenever necessary. More precisely, if data need to be accessed by a processor, it is the programmer's responsibility to ensure that the correct values are obtained, since the value of a shared variable is determined dynamically during the execution of the programs of the different processors.

Since each processor can execute its own local program, our shared-memory model is a multiple instruction multiple data (MIMD) type. That is, each processor may execute an instruction or operate on data different from those executed or operated on by any other processor during any given time unit. For a given algorithm, the size of data transferred between the shared memory and the local memories of the different processors represents the amount of communication required by the algorithm.

Before introducing the next example, we augment our algorithmic language with the following two constructs:

- global read($X$, $Y$)
- global write($U$, $V$)

The effect of the global read instruction is to move the block of data $X$ stored in the shared memory into the local variable $Y$. Similarly, the effect of the global write is to write the local data $U$ into the shared variable $V$.

**EXAMPLE 1.4:** (Matrix Vector Multiplication on the Shared-Memory Model)

Let $A$ be an $n \times n$ matrix, and let $x$ be a vector of order $n$, both stored in the shared memory. Assume that we have $p \leq n$ processors such that $r = n/p$ is an integer and that the mode of operation is asynchronous. Let $A$ be partitioned as follows:

$$A = \begin{bmatrix}
A_1 \\
A_2 \\
\vdots \\
A_p
\end{bmatrix}$$

where each block $A_i$ is of size $r \times n$. The problem of computing the product $y = Ax$ can be solved as follows. Each processor $P_i$ reads $A_i$ and $x$ from the shared memory, then performs the computation $z_i = A_i x$, and finally stores the $r$ components of $z_i$ in the appropriate components of the shared variable $y$. 

![Diagram of matrix multiplication](image1)

**FIGURE 1.2**
A dag for computing an entry $C(i,j)$ of the matrix product $C = AB$ for the case of $4 \times 4$ matrices.

![Diagram of shared memory model](image2)

**FIGURE 1.3**
The shared-memory model.
In the algorithm that follows, we use $A(l..u,s..t)$ to denote the submatrix of $A$ consisting of rows $l, l+1, \ldots, u$ and columns $s, s+1, \ldots, t$. The same notation can be used to indicate a subvector of a given vector. Each processor executes the same algorithm.

**ALGORITHM 1.1**

(Matrix Vector Multiplication on the Shared-Memory Model)

**Input:** An $n \times n$ matrix $A$ and a vector $x$ of order $n$ residing in the shared memory. The initialized local variables are (1) the order $n$, (2) the processor number $i$, and (3) the number $p \leq n$ of processors such that $r = n/p$ is an integer.

**Output:** The components $(i-1)r + 1, \ldots, ir$ of the vector $y = Ax$ stored in the shared variable $y$.

begin
1. global read($x, z$)
2. global read($A((i-1)r + 1 : ir, 1 : n), B$)
3. Compute $w = Bz$
4. global write($w, y((i-1)r + 1 : ir)$)
end

Notice that a concurrent read of the same shared variable $x$ is required by all the processors at step 1. However, no two processors attempt to write into the same location of the shared memory.

We can estimate the amount of computation and communication used by the algorithm as follows. Step 3 is the only computation step that requires $O(n^2/p)$ arithmetic operations. Steps 1 and 2 transfer $O(n^2/p)$ numbers from the shared memory into each processor, and step 4 stores $n/p$ numbers from each local memory in the shared memory.

An important feature of Algorithm 1.1 is that the processors do not need to synchronize their activities, given the way the matrix vector product was partitioned. On the other hand, we can design a parallel algorithm based on partitioning $A$ and $x$ into $p$ blocks such that $A = (A_1, A_2, \ldots, A_p)$ and $x = (x_1, x_2, \ldots, x_p)$, where each $A_i$ is of size $n \times r$ and each $x_i$ is of size $r$. The product $y = Ax$ is now given by $y = A_1x_1 + A_2x_2 + \cdots + A_px_p$. Hence, processor $P_i$ can compute $y_i = A_ix_i$ after reading $A_i$ and $x_i$ from the shared memory, for $1 \leq i \leq p$. At this point, however, no processor should begin the computation of the sum $z_1 + z_2 + \cdots + z_p$ before ensuring that all the processors have completed their matrix vector products. Therefore, an explicit synchronization primitive must be placed in each processor’s program after the computation of $z_i = A_ix_i$ to force all the processors to synchronize before continuing the execution of their programs.

In the remainder of this section, we concentrate on the PRAM model, which is the synchronous shared-memory model.

Algorithms developed for the PRAM model have been of type single instruction multiple data (SIMD). That is, all processors execute the same program such that, during each time unit, all the active processors are executing the same instruction, but with different data in general. However, as the model stands, we can load different programs into the local memories of the processors, as long as the processors can operate synchronously; hence, different types of instructions can be executed within the unit time allocated for a step.

**EXAMPLE 1.5:** (Sum on the PRAM)

Given an array $A$ of $n = 2^n$ numbers, and a PRAM with $n$ processors $\{P_1, P_2, \ldots, P_n\}$, we wish to compute the sum $S = A(1) + A(2) + \cdots + A(n)$. Each processor executes the same algorithm, given here for processor $P_i$.

**ALGORITHM 1.2**

(Sum on the PRAM Model)

**Input:** An array $A$ of order $n = 2^n$ stored in the shared memory of a PRAM with $n$ processors. The initialized local variables are $n$ and the processor number $i$.

**Output:** The sum of the entries of $A$ stored in the shared location $S$. The array $A$ holds its initial value.

begin
1. global read($A(i), a$)
2. global write($a, B(i)$)
3. for $h = 1$ to $\log n$ do
   if ($i \leq n/2^h$) then
     begin
     global read($B(2i-1), x$)
     global read($B(2i), y$)
     Set $z = x + y$
     global write($z, B(i)$)
     end
4. if $i = 1$ then global write($z, S$)
end

Figure 1.4 illustrates the algorithm for the case when $n = 8$. During steps 1 and 2, a copy $B$ of $A$ is created and is stored in the shared memory. The computation scheme (step 3) is based on a balanced binary tree whose leaves correspond to the elements of $A$. The processor responsible for performing
an operation is indicated below the node representing the operation. Note that $P_1$, which is responsible for updating the value of $B(1)$ and for writing the sum into $S$, is always active during the execution of the algorithm, whereas $P_5$, $P_6$, $P_7$, and $P_8$ are active only during steps 1 and 2.

Using this example, we emphasize the following key assumptions about the PRAM model.

- **Shared-memory**: The arrays $A$ and $B$ are stored in the global memory and can be accessed by any processor.
- **Synchronous mode of operation**: In each unit of time, each processor is allowed to execute an instruction or to stay idle. Note that the condition of the if statement in the loop defined in step 3 is satisfied by only some processors. Each of the remaining processors stays idle during that time.

There are several variations of the PRAM model based on the assumptions regarding the handling of the simultaneous access of several processors to the same location of the global memory. The exclusive read exclusive write (EREW) PRAM does not allow any simultaneous access to a single memory location. The concurrent read exclusive write (CREW) PRAM allows simultaneous access for a read instruction only. Access to a location for a read or a write instruction is allowed in the concurrent read concurrent write (CRCW) PRAM. The three principal varieties of CRCW PRAMs are differentiated by how concurrent writes are handled. The common CRCW PRAM allows concurrent writes only when all processors are attempting to write the same value. The arbitrary CRCW PRAM allows an arbitrary processor to succeed. The priority CRCW PRAM assumes that the indices of the processors are linearly ordered, and allows the one with the minimum index to succeed. Other variations of the CRCW PRAM model exist. It turns out that these three models (EREW, CREW, CRCW) do not differ substantially in their computational powers, although the CREW is more powerful than the EREW, and the CRCW is most powerful. We discuss their relative powers in Chapter 10.

**Remark 1.1**: To simplify the presentation of PRAM algorithms, we omit the details concerning the memory-access operations. An instruction of the form $\text{set } A := B + C$, where $A$, $B$, and $C$ are shared variables, should be interpreted as the following sequence of instructions.

- global read($B, x$)
- global read($C, y$)
- Set $z := x + y$
- global write($z, A$)

In the remainder of this book, no PRAM algorithm will contain explicit memory-access instructions.

**EXAMPLE 1.6**: (Matrix Multiplication on the PRAM)

Consider the problem of computing the product $C$ of the two $n \times n$ matrices $A$ and $B$, where $n = 2^k$, for some integer $k$. Suppose that we have $n^3$ processors available on our PRAM, denoted by $P_{i,j,l}$, where $1 \leq i,j,l \leq n$. Processor $P_{i,j,l}$ computes the product $A(i,j)B(l,j)$ in a single step. Then, for each pair $(i,j)$, the $n$ processors $P_{i,j,l}$, where $1 \leq l \leq n$, compute the sum $\sum_{l=1}^{n} A(i,l)B(l,j)$ as described in Example 1.5.

The algorithm for processor $P_{i,j,l}$ is stated next (recall Remark 1.1).

**ALGORITHM 1.3**

(Matrix Multiplication on the PRAM)

**Input**: Two $n \times n$ matrices $A$ and $B$ stored in the shared memory, where $n = 2^k$. The initialized local variables are $n$, and the triple of indices $(i,j,l)$ identifying the processor.
Output: The product $C = AB$ stored in the shared memory.

begin
1. Compute $C(i, j, l) = A(i, l)B(l, j)$
2. for $l = 1$ to $\log n$ do
   if $(l \leq n/2^{l})$ then set $C'(i,j,l) = C'(i,j,2l-1) + C'(i,j,2l)$
3. if $(l = 1)$ then set $C(i,j) = C'(i,j,1)$
end

Notice that the previous algorithm requires concurrent read capability, since different processors may have to access the same data while executing step 1. For example, processors $P_{i,1,1}, P_{i,2,1}, \ldots, P_{i,n,1}$ all require $A(i,l)$ from the shared memory during the execution of step 1. Hence, this algorithm runs on the CREW PRAM model. As for the running time, the algorithm takes $O(\log n)$ parallel steps.

Remark 1.2: If we modify step 3 of Algorithm 1.3 by removing the if condition (that is, replacing the whole statement by $C'(i,j,l) = C'(i,j,2l-1) + C'(i,j,2l)$), then the corresponding algorithm requires a concurrent write of the same value capability. In fact, processors $P_{i,1,1}, P_{i,2,2}, \ldots, P_{i,n,n}$ all attempt to write the value $C'(i,j,1)$ into location $C(i,j)$.

1.3.3 THE NETWORK MODEL

A network can be viewed as a graph $G = (N, E)$, where each node $i \in N$ represents a processor, and each edge $(i, j) \in E$ represents a two-way communication link between processors $i$ and $j$. Each processor is assumed to have its own local memory, and no shared memory is available. As in the case of the shared-memory model, the operation of a network may be either synchronous or asynchronous.

In describing algorithms for the network model, we need additional constructs for describing communication between the processors. We use the following two constructs:

send($X$, $i$)
receive($Y$, $j$)

A processor $P$ executing the send instruction sends a copy of $X$ to processor $P_i$, then resumes the execution of the next instruction immediately. A processor $P$ executing the receive instruction suspends the execution of its program until the data from processor $P_i$ is received. It then stores the data in $Y$ and resumes the execution of its program.

The processors of an asynchronous network coordinate their activities by exchanging messages, a scheme referred to as the message-passing model. Note that, in this case, a pair of communicating processors do not necessarily have to be adjacent; the process of delivering each message from its source to its destination is called routing. The study of routing algorithms is outside the scope of this book; see the bibliographic notes at the end of this chapter for references.

The network model incorporates the topology of the interconnection between the processors into the model itself. There are several parameters used to evaluate the topology of a network $G$. Briefly, these include the diameter, which is the maximum distance between any pair of nodes, the maximum degree of any node in $G$, and the node or edge connectivity of $G$.

We shall introduce the following representative topologies: the linear array, the two-dimensional mesh, and the hypercube. Many other networks have been studied extensively for their suitability for parallel processing; they are not mentioned here. Several books describing them are given in the list of references at the end of this chapter.

**The Linear Processor Array and the Ring.** The linear processor array consists of $p$ processors $P_1, P_2, \ldots, P_p$ connected in a linear array; that is, processor $P_1$ is connected to $P_{p-1}$ and to $P_{p+1}$, whenever they exist. Figure 1.5 shows a linear array with eight processors. The diameter of the linear array is $p-1$; its maximum degree is 2.

A ring is a linear array of processors with an end-around connection; that is, processors $P_1$ and $P_p$ are directly connected.

**EXAMPLE 1.7: (Matrix Vector Product on a Ring)**

Given an $n \times n$ matrix $A$ and a vector $x$ of order $n$, consider the problem of computing the matrix vector product $y = Ax$ on a ring of $p$ processors, where $p \leq n$. Assume that $p$ divides $n$ evenly, and let $r = n/p$. Let $A$ and $x$ be partitioned into $p$ blocks as follows: $A = (A_1, A_2, \ldots, A_p)$ and $x = (x_1, x_2, \ldots, x_p)$, where each $A_i$ is of size $n/p \times r$ and each $x_i$ is of size $r$. We can determine the product $y = Ax$ by computing $z_i = A_ix_i$, for $1 \leq i \leq p$, and then accumulating the sum $z_1 + z_2 + \cdots + z_p$.
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**A linear array of eight processors.**
Let processor $P_i$ of our network hold initially $B = A_i$ and $w = x_i$ in its local memory, for all $1 \leq i \leq p$. Then each processor can compute locally the product $Bw$, and we can accumulate the sum of these vectors by circulating the partial sums through the ring clockwise. The output vector will be stored in $P_1$. The algorithm to be executed by each processor is given next.

**ALGORITHM 1.4**

**Asynchronous Matrix Vector Product on a Ring**

**Input:** (1) The processor number $i$; (2) the number $p$ of processors; (3) the $i$th submatrix $B = A(1 : n, (i-1)r + 1 : ir)$ of size $n \times r$, where $r = n/p$; (4) the $i$th subvector $w = x((i-1)r + 1 : ir)$ of size $r$.

**Output:** Processor $P_i$ computes the vector $y = A_i x_1 + \cdots + A_i x_i$ and passes the result to the right. When the algorithm terminates, $P_1$ will hold the product $Ax$.

**begin**

1. Compute the matrix vector product $z = Bw$.
2. if $i = 1$ then set $y = 0$
   else receive($y$, left)
3. Set $y = y + z$
4. send($y$, right)
5. if $i = 1$ then receive($y$, left)

**end**

Each processor $P_i$ begins by computing $A_i x_i$; it stores the resulting vector in the local variable $z$. At step 2, processor $P_1$ initializes the vector $y$ to 0, whereas each of the other processors suspends the execution of its program waiting to receive data from its left neighbor. Processor $P_1$ sets $y = A_1 x_1$ and sends the result to the right neighbor in steps 3 and 4, respectively. At this time, $P_2$ receives $A_1 x_1$ and resumes the execution of its program by computing $A_1 x_1 + A_2 x_2$ at step 3; it then sends the new vector to the right at step 4. When the executions of all the programs terminate, $P_1$ holds the product $y = Ax$.

The computation performed by each processor consists of the two operations in steps 1 and 3; hence, the algorithm's computation time is $O(n^2/p) - \text{say } T_{\text{comp}} = \alpha (n^2/p)$, where $\alpha$ is some constant. On the other hand, processor $P_1$ has to wait until the partial sum $A_1 x_1 + \cdots + A_p x_p$ has been accumulated before it can execute step 5. Therefore, the total communication time $T_{\text{comm}}$ is proportional to the product $p \cdot \text{comm}(n)$, where $\text{comm}(n)$ is the time it takes to transmit $n$ numbers between adjacent processors. This value can be approximated by $\text{comm}(n) = \sigma + \pi n$, where $\sigma$ is the startup time for transmission, and $\pi$ is the rate at which the message can be transferred.

The total execution time is given by $T = T_{\text{comp}} + T_{\text{comm}} = \alpha (n^2/p) + p(\sigma + \pi n)$. Clearly, a tradeoff exists between the computation time and the communication time. In particular, the sum is minimized when $\alpha (n^2/p) = p(\sigma + \pi n)$, and hence $p = n\sqrt{\alpha/(\sigma + \pi n)}$.

**The Mesh.** The two-dimensional mesh is a two-dimensional version of the linear array. It consists of $p = m^2$ processors arranged into an $m \times m$ grid such that processor $P_{i,j}$ is connected to processors $P_{i+1,j}$ and $P_{i,j+1}$, whenever they exist. Figure 1.6 shows a $4 \times 4$ mesh.

The diameter of a ($p = m^2$)-processor mesh is $\sqrt{p}$, and the maximum degree of any node is 4. This topology has several attractive features, such as simplicity, regularity, and extensibility. In addition, it matches the computation structures arising in many applications. However, since the mesh has diameter $2\sqrt{p} - 2$, almost any nontrivial computation requires $O(\sqrt{p})$ parallel steps.

**EXAMPLE 1.8.** (Systolic Matrix Multiplication on the Mesh)

The problem of computing the product $C = AB$ on an $n \times n$ mesh, where $A$, $B$, and $C$ are $n \times n$ matrices, can be solved in $O(n^2)$ time. Figure 1.7 shows one possible scheme, following the systolic paradigm, where the rows of $A$ are fed synchronously into the left side of the mesh in a skewed fashion and the columns of $B$ are fed synchronously into the top boundary of the mesh in a skewed fashion. When $P_{i,j}$ receives the two inputs $A(i, l)$ and $B(l, j)$, it performs the operation $C(i,j) = C(i,j) + A(i,l)B(l,j)$; it then sends $A(i,l)$ to its right neighbor and $B(l,j)$ to the neighbor just below it.
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A $4 \times 4$ mesh.
and $i_j = 1 - i_j$ for $0 \leq j \leq d - 1$. In other words, two processors are connected if and only if their indices differ in only one bit position. Notice that our processors are indexed from $0$ to $p - 1$.

The hypercube has a recursive structure. We can extend a $d$-dimensional cube to a $(d + 1)$-dimensional cube by connecting corresponding processors of two $d$-dimensional cubes. One cube has the most significant address bit equal to 0; the other cube has the most significant address bit equal to 1. Figure 1.8 shows a four-dimensional hypercube.

The diameter of a $d$-dimensional hypercube is $d = \log p$, since the distance between any two processors $P_i$ and $P_j$ is equal to the number of bit positions in which $i$ and $j$ differ; hence, it is less than or equal to $d$, and the distance between say $P_0$ and $P_{2^d - 1}$ is $d$. Each node is of degree $d = \log p$.

The hypercube is popular because of its regularity, its small diameter, its many interesting graph-theoretic properties, and its ability to handle many computations quickly and simply.

We next develop synchronous hypercube algorithms for several simple problems, including matrix multiplication.

**EXAMPLE 1.9: (Sum on the Hypercube)**

Each entry $A(i)$ of an array $A$ of size $n$ is stored initially in the local memory of processor $P_i$, of an $(n = 2^d)$-processor synchronous hypercube. The goal is

---

**FIGURE 1.8**

A four-dimensional hypercube, where the index of each processor is given in binary. Two processors are connected if and only if their indices differ in exactly one bit position.
to compute the sum $S = \sum_{i=1}^{n} A(i)$, and to store it in processor $P_0$. Notice that the indices of the array elements begin with 0.

The algorithm to compute $S$ is straightforward. It consists of $d$ iterations. The first iteration computes sums of pairs of elements between processors whose indices differ in the most significant bit position. These sums are stored in the $(d-1)$-dimensional subcube whose most significant address bit is equal to 0. The remaining iterations continue in a similar fashion.

In the algorithm that follows, the hypercube operates synchronously, and $i(0)$ denotes the index $i$ whose $l$ bit has been complemented. The instruction $A(i) = A(i) + A(i(0))$ involves two substeps. In the first substep, $P_i$ copies $A(i(0))$ from processor $P_{i(0)}$ along the link connecting $P_i$ and $P_{i(0)}$; in the second substep, $P_i$ performs the addition $A(i) = A(i) + A(i(0))$, storing the result in $A(i)$.

**ALGORITHM 1.5**
(Sum on the Hypercube)

**Input:** An array $A$ of $n = 2^d$ elements such that $A(i)$ is stored in the local memory of processor $P_i$ of an $n$-processor synchronous hypercube, where $0 \leq i \leq n - 1$.

**Output:** The sum $S = \sum_{i=0}^{n-1} A(i)$ stored in $P_0$.

**Algorithm for Processor $P_i$:**

begin
  for $l = d - 1$ to 0 do
    if $(0 \leq i \leq 2^l - 1)$ then
      Set $S(i) = A(i) + A(i(0))$
  end

Consider, for example, the case when $n = 8$. Then, during the first iteration of the for loop, the sums $A(0) = A(0) + A(4), A(1) = A(1) + A(5), A(2) = A(2) + A(6),$ and $A(3) = A(3) + A(7)$ are computed and stored in the processors $P_0, P_1, P_2,$ and $P_3$, respectively. At the completion of the second iteration, we obtain $A(0) = (A(0) + A(4)) + (A(2) + A(6))$ and $A(1) = (A(1) + A(5)) + (A(3) + A(7))$. The third iteration clearly sets $A(0)$ to the sum $S$. Algorithm 1.5 terminates after $d = \log n$ parallel steps. Compare this algorithm with the PRAM algorithm (Algorithm 1.2) that computes the sum in $O(\log n)$ steps as well.

**EXAMPLE 1.16:** (Broadcasting from One Processor on the Hypercube)

Consider the problem of broadcasting an item $X$ held in the register $D(0)$ of processor $P_0$ to all the processors $P_i$ of a $p$-processor hypercube, where $p = 2^d$.

A simple strategy can be used to solve this problem. We proceed from the lowest-order dimension to the highest dimension consecutively, in $d$ iterations, as follows. During the first iteration, $P_0$ sends a copy of $X$ to $P_1$ using the link between $P_0$ and $P_1$; during the second iteration, $P_0$ and $P_1$ send copies of $X$ to $P_2$ and $P_3$, respectively, using the links between $P_0$ and $P_2$ and between $P_1$ and $P_3$, and so on. The algorithm is stated next.

**ALGORITHM 1.6**
(Broadcasting from One Processor on the Hypercube)

**Input:** Processor $P_0$ of a $(p = 2^d)$-processor synchronous hypercube holds the data item $X$ in its register $D(0)$.

**Output:** $X$ is broadcast to all the processors such that $D(i) = X$, where $1 \leq i \leq p - 1$.

**Algorithm for Processor $P_i$:**

begin
  for $l = 0$ to $d - 1$ do
    if $(0 \leq i \leq 2^l - 1)$ then
      Set $D(i(0)) = D(i)$
  end

Again, as in Algorithm 1.5, the instruction $Set D(i(0)) = D(i)$ involves two substeps. In the first substep, a copy of $D(i)$ is sent from processor $P_i$ to processor $P_{i(0)}$ through the existing link between the two processors. In the second substep, $P_{i(0)}$ receives the copy, and stores the copy in its $D$ register. Clearly, the broadcasting algorithm takes $O(\log p)$ parallel steps.

The two hypercube algorithms presented belong to the class of **normal algorithms**. The hypercube algorithms in this class use one dimension at each time unit such that consecutive dimensions are used at consecutive time units. Actually, the sum and broadcasting algorithms (Algorithms 1.5 and 1.6) belong to the more specialized class of fully normal algorithms, which are normal algorithms with the additional constraint that all the $d$ dimensions of the hypercube are used in sequence (either increasing, as in the broadcasting algorithm, or decreasing, as in the sum algorithm).

**EXAMPLE 1.11:** (Matrix Multiplication on the Hypercube)

We consider the problem of computing the product of two matrices $C = AB$ on a synchronous hypercube with $p = n^2$ processors, where all matrices are of order $n \times n$.

Let $n = 2^l$ and hence $p = 2^{2l}$. We index the processors by the triples $(l, i, j)$ such that $P_{l, i, j}$ represents processor $P_i$, where $r = l^2 + in + j$. In other words, expanding the index $r$ in binary, we obtain that the $q$ most significant bits correspond to the index $l$, the next $q$ most significant bits correspond to
the index $i$, and finally the $q$ least significant bits correspond to the index $j$. In particular, if we fix any pair of indices $i, l$, and $j$, and vary the remaining index over all its possible values, we obtain a subcube of dimension $q$.

The input array $A$ is stored in the subcube determined by the processors $P_{i, l, 0}$, where $0 \leq l, i \leq n - 1$, such that $A(i, l)$ is stored in processor $P_{i, l, 0}$. Similarly, the input array $B$ is stored in the subcube formed by the processors $P_{l, i, 0}$, where processor $P_{l, i, 0}$ holds the entry $B(l, j)$.

The goal is to compute $C(i, j) = \sum_{l=0}^{n-1} A(i, l)B(l, j)$, for $0 \leq i, j \leq n - 1$. The overall algorithm consists of three stages.

1. The input data are distributed such that processor $P_{i, l, 0}$ will hold the two entries $A(i, l)$ and $B(l, i)$, for $0 \leq l, i \leq n - 1$.
2. Processor $P_{i, l, 0}$ computes the product $C'(l, i, j) = A(i, l)B(l, j)$, for all $0 \leq l, i, j \leq n - 1$.
3. For each $0 \leq i, j \leq n - 1$, processors $P_{l, i, 0}$, where $0 \leq l \leq n - 1$, compute the sum $C(i, j) = \sum_{l=0}^{n-1} C'(l, i, j)$.

The implementation of the first stage consists of two substages. In the first substage, we broadcast, for each $i$ and $l$, $A(i, l)$ from processor $P_{i, l, 0}$ to $P_{i, l, j}$, for $0 \leq j \leq n - 1$. Since the set of processors $P_{i, l, j}$, $0 \leq j \leq n - 1$, forms a $q$-dimensional cube for each pair $i$ and $l$, we can use the previous broadcasting algorithm (Algorithm 1.6) to broadcast $A(i, l)$ from $P_{i, l, 0}$ to all the processors $P_{i, l, j}$. In the second substage, each element $B(l, j)$ held in processor $P_{0, l, j}$ is broadcast to processors $P_{l, i, j}$, for $0 \leq i \leq n - 1$. At the end of the second substage, processor $P_{i, l, 0}$ will hold the two entries $A(i, l)$ and $B(l, j)$. Using our broadcasting algorithm (Algorithm 1.6), we can complete the first stage in $2q = O(\log n)$ parallel steps.

The second stage consists of performing one multiplication in each processor $P_{i, l, j}$. Hence, this stage requires one parallel step. At the end of this stage, processor $P_{i, l, j}$ holds $C'(l, i, j)$.

The third stage consists of computing $n^2$ sums $C(i, j)$; the terms $C'(l, i, j)$ of each sum reside in a $q$-dimensional hypercube $P_{l, i, j}$, $0 \leq l \leq n - 1$. As we have seen before (Algorithm 1.5), each such sum can be computed in $q = O(\log n)$ parallel steps. Processor $P_{0, l, j}$ will hold the entry $C(i, j)$ of the product.

Therefore, the product of the $n \times n$ matrices can be computed in $O(\log n)$ time on an $n^2$-processor hypercube.

1.3.4 COMPARISON

Although, for a given situation, each of the parallel models introduced could be clearly advantageous, we believe that the shared memory model is most suited for the general presentation of parallel algorithms. Our choice for the remainder of this book is the PRAM model, a choice justified by the discussion that follows.

In spite of its simplicity, the dag model applies to a specialized class of problems and suffers from several deficiencies. Unless the algorithm is fairly regular, the dag could be quite complicated and very difficult to analyze. The dag model presents only partial information about a parallel algorithm, since a scheduling problem and a processor allocation problem will still have to be resolved. In addition, it has no natural mechanisms to handle communication among the processors or to handle memory allocations and memory accesses.

Although the network model seems to be considerably better suited to resolving both computation and communication issues than is the dag model, its comparison with the shared-memory model is more subtle. For our purposes, the network model has two main drawbacks. First, it is significantly more difficult to describe and analyze algorithms for the network model. Second, the network model depends heavily on the particular topology under consideration. Different topologies may require completely different algorithms to solve the same problem, as we have already seen with the parallel implementation of the standard matrix-multiplication algorithm. These arguments clearly tip the balance in favor of the shared-memory model as a more suitable algorithmic model.

The PRAM model, which is the synchronous version of the shared-memory model, draws its power from the following facts:

- There exists a well-developed body of techniques and methods to handle many different classes of computational problems on the PRAM model.
- The PRAM model removes algorithmic details concerning synchronization and communication, and thereby allows the algorithm designer to focus on the structural properties of the problem.
- The PRAM model captures several important parameters of parallel computations. A PRAM algorithm includes an explicit understanding of the operations to be performed at each time unit, and explicit allocation of processors to jobs at each time unit.
- The PRAM design paradigms have turned out to be robust. Many of the network algorithms can be directly derived from PRAM algorithms. In addition, recent research advances have shown that PRAM algorithms can be mapped efficiently on several bounded-degree networks (see the bibliographic notes at the end of this chapter).
- It is possible to incorporate issues such as synchronization and communication into the shared-memory model; hence, PRAM algorithms can be analyzed within this more general framework.

For the remainder of this book, we use the PRAM model as our formal model to design and analyze parallel algorithms. Sections 1.4 through 1.6
introduce a convenient framework for presenting and analyzing parallel algorithms. This framework is closely related to what is commonly referred to as data-parallel algorithms.

1.4 Performance of Parallel Algorithms

Given a parallel algorithm, we typically measure its performance in terms of worst-case analysis. Let \( Q \) be a problem for which we have a PRAM algorithm that runs in time \( T(n) \) using \( P(n) \) processors, for an instance of size \( n \). The time-processor product \( C(n) = T(n) \cdot P(n) \) represents the cost of the parallel algorithm. The parallel algorithm can be converted into a sequential algorithm that runs in \( O(C(n)) \) time. Simply, we have a single processor simulate the \( P(n) \) processors in \( O(P(n)) \), time, for each of the \( T(n) \) parallel steps.

The previous argument can be generalized to any number \( p \leq P(n) \) of processors as follows. For each of the \( T(n) \) parallel steps, we have the \( p \) processors simulate the \( P(n) \) original processors in \( O(P(n)/p) \) substeps: in the first substep, original processors numbered 1, 2, \ldots, \( p \) are simulated; in the second substep, processors numbered \( p + 1, p + 2, \ldots, 2p \) are simulated; and so on. This simulation takes a total of \( O(T(n)P(n)/p) \) time.

When the number \( n \) of processors is larger than \( P(n) \), we can clearly achieve the running time of \( T(n) \) by using \( P(n) \) processors only.

We have just explained why the following four ways of measuring the performance of parallel algorithms are asymptotically equivalent:

- \( P(n) \) processors and \( T(n) \) time
- \( C(n) = P(n)T(n) \) cost and \( T(n) \) time
- \( O(T(n)P(n)/p) \) time for any number \( p \leq P(n) \) processors
- \( O(C(n)/p) + T(n) \) time for any number \( p \) of processors

In the context of the PRAM algorithm to compute the sum of \( n \) elements (Example 1.5), these four measures mean (1) \( n \) processors and \( O(\log n) \) time, (2) \( O(n \log n) \) cost and \( O(\log n) \) time, (3) \( O(n \log n/p) \) time for any number \( p \leq n \) of processors, and (4) \( O(n \log n/p + \log n) \) time for any number \( p \) of processors. For the PRAM algorithm to perform matrix multiplication (Example 1.6), the corresponding measures are (1) \( n^2 \) processors and \( O(\log n) \) time, (2) \( O(n^3 \log n) \) cost and \( O(\log n) \) time, (3) \( O(n^3 \log n/p) \) time for any number \( p \leq n^3 \) of processors, and (4) \( O(n^3 \log n/p + \log n) \) time for any number \( p \) of processors.

Before we introduce our notion of optimality, we describe the work-time framework for presenting and analyzing parallel algorithms.

1.5 The Work-Time Presentation Framework of Parallel Algorithms

Often, parallel algorithms contain numerous details. Describing parallel algorithms for the PRAM model helps us to simplify the details, because of the relative strength of this model. The description paradigm we shall outline will help us further.

The work-time (WT) paradigm provides informal guidelines for a two-level top-down description of parallel algorithms. The upper level suppresses specific details of the algorithm. The lower level follows a general scheduling principle, and results in a full PRAM description.

Upper Level (Work-Time (WT) Presentation of Algorithms): Set the following intermediate goal for the design of a parallel algorithm. Describe the algorithm in terms of a sequence of time units, where each time unit may include any number of concurrent operations.

We define the work performed by a parallel algorithm to be the total number of operations used. Before presenting our next example, we introduce the following pardo statement:

\[
\text{for } 1 \leq i \leq u \text{ pardo statement}
\]

The statement (which can be a sequence of statements) following the pardo depends on the index \( i \). The statements corresponding to all the values of \( i \) between \( l \) and \( u \) are executed concurrently.

**EXAMPLE 1.12:**

Consider again the problem of computing the sum \( S \) of \( n = 2^k \) numbers stored in an array \( A \). Algorithm 1.2, presented in Example 1.5, specifies the program to be executed by each processor \( P_i \), where \( 1 \leq i \leq n \). The WT presentation of the same algorithm is given next.

**ALGORITHM 1.7**

(Sum)

**Input**: \( n = 2^k \) numbers stored in an array \( A \).

**Output**: The sum \( S = \sum_{i=1}^{n} A(i) \)

**begin**

1. for \( 1 \leq i \leq n \text{ pardo } \)
   Set \( B(i) = A(i) \)
2. for \( h = 1 \) to \( \log n \) do
   for \( 1 \leq i \leq n/2^h \text{ pardo } \)
   Set \( B(i) = B(2i-1) + B(2i) \)
3. Set \( S_i = B(1) \)

end

This version of the parallel algorithm contains no mention of how many processors there are, or how the operations will be allocated to processors. It is stated only in terms of time units, where each time unit may include any number of concurrent operations. In particular, we have \( \log n + 2 \) time units, where \( n \) operations are performed within the first time unit (step 1); the \( j \)th time unit (iteration \( h = j - 1 \) of step 2) includes \( n/2^{j-1} \) operations, for \( 2 \leq j \leq \log n + 1 \); and only one operation takes place at the last time unit (step 3). Therefore, the work performed by this algorithm is \( W(n) = n + \sum_{j=1}^{\log n}(n/2^j) + 1 = O(n) \). The running time is clearly \( T(n) = O(\log n) \).

The main advantage with respect to a PRAM specification is that we do not have to deal with processors. The presence of \( p \) processors would have bounded the number of operations to at most \( p \) in each unit of time. Furthermore, it would have forced us to allocate each of the processors to execute a specific sequence of operations.

**Lower Level:** Suppose that the WT presentation of algorithms results in a parallel algorithm that runs in \( T(n) \) time units while performing \( W(n) \) work (that is, the algorithm requires a total of \( W(n) \) operations). Using the general WT scheduling principle given next, we can almost always adapt this algorithm to run on a \( p \)-processor PRAM in \( \leq \frac{W(n)}{p} + T(n) \) parallel steps.

**The WT Scheduling Principle:** Let \( W_i(n) \) be the number of operations performed in time unit \( i \), where \( 1 \leq i \leq T(n) \). Simulate each set of \( W_i(n) \) operations in \( \leq \frac{W_i(n)}{p} \) parallel steps by the \( p \) processors, for each \( 1 \leq i \leq T(n) \) (see Fig. 1.9). If the simulation is successful, the corresponding \( p \)-processor PRAM algorithm takes \( \leq \sum_i \left( \frac{W_i(n)}{p} \right) \leq \sum_i \left( \frac{W_i(n)}{p} + 1 \right) \leq \frac{W(n)}{p} + T(n) \) parallel steps, as desired.

A remark concerning the adaptation of the WT scheduling principle is in order. The success of this principle depends on two implementation issues: the first is the calculation of \( W_i(n) \) for each \( i \) (usually trivial); the second is the allocation of each processor to the appropriate tasks performed by that processor. More precisely, for each parallel step, each processor \( P_k \) must know whether or not it is active; if it is active, \( P_k \) must know the instruction it has to execute and the corresponding operands.

**FIGURE 1.9**
The WT scheduling principle. During each time unit \( i \), the \( W_i(n) \) operations are scheduled as evenly as possible among the available \( p \) processors. For example, during time units 1 and 2, each processor is scheduled to execute the same number of operations; during time unit 3, the \( p \)th processor executes one less operation than are executed by the remaining processors; and during time unit 4, there are only \( k \) possible concurrent operations, which are distributed to the \( k \) smallest-indexed processors.

**EXAMPLE 1.13:**
We now address the implementation details of the WT scheduling principle as related to the PRAM algorithm for computing the sum of \( n \) numbers (Algorithm 1.7).

Assume that our PRAM has \( p = 2^q \leq n \) processors \( P_1, P_2, \ldots, P_p \), and let \( l = \frac{n}{p} = 2^k - q \). The input array \( A \) is divided into \( p \) subarrays such that processor \( P_k \) is responsible for processing the \( k \)th subarray \( A(l(s - 1) + 1), A(l(s - 1) + 2), \ldots, A(ls) \). At each height \( h \) of the binary tree, the generation of the \( B(h) \) is divided in a similar way among the \( p \) processors. The number of possible concurrent operations at level \( h \) is \( \frac{n}{2^h} = 2^k - h \). If \( 2^k - h \geq p = 2^q \) (equivalently, \( k - h - q \geq 0 \), as in Algorithm 1.8, which follows), then these operations are divided equally among the \( p \) processors (step 2.1 in Algorithm
1.8). Otherwise \((k - h - q < 0)\), the \(2^{k-h}\) lowest-indexed processors execute these operations (step 2.2 in Algorithm 1.8).

The algorithm executed by the \(s\)th processor is given next. Figure 1.10 illustrates the corresponding allocation in the case of \(n = 8\) and \(p = 4\).

**ALGORITHM 1.8**

(Sum Algorithm for Processor \(P_s\))

**Input:** An array \(A\) of size \(n = 2^k\) stored in the shared memory. The initialized local variables are (1) the order \(n\); (2) the number \(p\) of processors, where \(p = 2^q \leq n\), and (3) the processor number \(s\).

**Output:** The sum of the elements of \(A\) stored in the shared variable \(S\). The array \(A\) retains its original value.

**begin**

1. for \(j = 1\) to \(\lceil \frac{n}{p} \rceil\) do
   
   \(\text{Set } B(l(s-1) + j) = A(l(s-1) + j)\)

2. for \(h = 1\) to \(\log n\) do

   2.1. if \((k - h - q \geq 0)\) then
     
     for \(j = 2^{k-h-q}(s-1) + 1\) to \(2^{k-h-q} s\) do
     
     \(\text{Set } B(j) = B(2j-1) + B(2j)\)

   2.2. else if \((s \leq 2^{k-h})\) then
     
     \(\text{Set } B(s) = B(2s-1) + B(2s)\)

3. if \((s = 1)\) then set \(S = B(1)\)

**end**

The running time of Algorithm 1.8 can be estimated as follows. Step 1 takes \(O\left(\frac{n}{p}\right)\) time, since each processor executes \(\frac{n}{p}\) operations. The \(h\)th iteration of step 2 takes \(O\left(\frac{2^q}{2^h}\right)\) time, since a processor has to perform at most \(r_{2^h}\) operations. Step 3 takes \(O(1)\) time. Hence, the running time \(T_p(n)\) is given by \(T_p(n) = O\left(\frac{n}{p} + \sum_{h=1}^{\log n} \frac{n}{2^h}\right) = O\left(\frac{n}{p} + \log n\right)\), as predicted by the WT scheduling principle.

The prefix-sums algorithm (Algorithm 2.2), presented in the next chapter, will also demonstrate an application of the WT scheduling principle in a slightly more complicated situation. However, as we advance in this book, we describe parallel algorithms for the WT presentation level only. Our justification for omitting the lower-level details is that they usually do not require any new ideas beyond the ones already presented. Typically, they are tedious, cumbersome, programming-type details that would considerably complicate the presentation of the algorithms.

**Work Versus Cost:** The notion of cost introduced in Section 1.4 and the notion of work introduced in this section are closely related. Given a parallel algorithm running in time \(T(n)\) and using a total of \(W(n)\) operations (WT presentation level), this algorithm can be simulated on a \(p\)-processor PRAM in \(T_p(n) = O\left(\frac{W(n)}{p} + T(n)\right)\) time by the WT scheduling principle. The corresponding cost is thus \(C_p(n) = T_p(n) \cdot p = O(W(n) + T(n)p)\).

It follows that the two notions coincide (asymptotically) for \(p = O\left(\frac{W(n)}{T(n)}\right)\), since we always have \(C_p(n) \geq W(n)\), for any \(p\). Otherwise, the two notions differ: \(W(n)\) measures the total number of operations used by the algorithm and has nothing to do with the number of processors available, whereas \(C_p(n)\) measures the cost of the algorithm relative to the number \(p\) of processors available.

Consider, for example, our PRAM algorithm for computing the sum of \(n\) numbers (Algorithm 1.7). In this case, we have \(W(n) = O(n), T(n) = O(\log n),\) and \(C_p(n) = O(n + p \log n)\). When \(n\) processors are available, at most \(\frac{n}{2}\) processors can be active during the time unit corresponding to the first level of the binary tree, at most \(\frac{n}{4}\) processors can be active during the next time unit,
and so on. Therefore, even though our parallel algorithm requires only a total of \(O(n)\) operations, the algorithm cannot efficiently utilize the \(n\) processors to do useful work.

### 1.6 The Optimality Notion

Given a computational problem \(Q\), let the sequential time complexity of \(Q\) be \(T^*(n)\). As mentioned in Section 1.1, this assumption means that there is an algorithm to solve \(Q\) whose running time is \(O(T^*(n))\); it can be shown that this time bound cannot be improved. A sequential algorithm whose running time is \(O(T^*(n))\) is called **time optimal**.

For parallel algorithms, we define two types of optimality; the first is weaker than the second.

A parallel algorithm to solve \(Q\), given in the WT presentation level, will be called **optimal** if the work \(W(n)\) required by the algorithm satisfies \(W(n) = \Theta(T^*(n))\). In other words, the total number of operations used by the optimal parallel algorithm is asymptotically the same as the sequential complexity of the problem, regardless of the running time \(T(n)\) of the parallel algorithm.

We now relate our optimality notion to the speedup notion introduced in Section 1.1. An optimal parallel algorithm whose running time is \(T(n)\) can be simulated on a \(p\)-processor PRAM in time \(T_p(n) = O\left(\frac{T^*(n)}{p} + T(n)\right)\), using the WT scheduling principle. Therefore, the speedup achieved by such an algorithm is given by

\[
S_p(n) = \Omega\left(\frac{T^*(n)}{\frac{T^*(n)}{p} + T(n)}\right) = \Omega\left(p\frac{T^*(n)}{T^*(n) + pT(n)}\right).
\]

It follows that the algorithm achieves an optimal speedup (that is, \(S_p(n) = \Theta(p)\)) whenever \(p = O(T(n))\). Therefore, the faster the parallel algorithm, the larger the range of \(p\) for which the algorithm achieves an optimal speedup.

We have not yet factored the running time \(T(n)\) of the parallel algorithm into our notion of optimality. An optimal parallel algorithm is **work-time (WT)** or **optimal in the strong sense** if it can be shown that \(T(n)\) cannot be improved by any other **optimal** parallel algorithm. Therefore, the running time of a WT optimal algorithm represents the ultimate speed that can be achieved without sacrificing in the total number of operations.

**EXAMPLE 1.14:**

Consider the PRAM algorithm to compute the sum given in the WT framework (Algorithm 1.7). We have already noticed that \(T(n) = O(\log n)\) and \(W(n) = O(n)\). Since \(T^*(n) = n\), this algorithm is optimal. It achieves an optimal speedup whenever the number \(p\) of processors satisfies \(p = O\left(\frac{n}{\log n}\right)\).

On the other hand, we shall see in Chapter 10 that any CREW PRAM will require \(\Omega(\log n)\) time to compute the sum, regardless of the number of processors available. Therefore, this algorithm is WT optimal for the CREW PRAM.

### 1.7 *Communication Complexity*

The communication complexity of a PRAM algorithm, defined as the worst-case bound on the traffic between the shared memory and any local memory of a processor, is an important factor to consider in estimating the actual performance of these algorithms. We shed light on this issue as it relates to our parallel-algorithms framework.

Given a high-level description of a parallel algorithm \(A\), a successful adaptation of the WT scheduling principle for \(p\) processors will always yield a parallel algorithm with the best possible computation time relative to the running time of \(A\). However, the communication complexity of the corresponding adaptation is not necessarily the best possible. We illustrate this point by revisiting the matrix-multiplication problem (Example 1.6), which is stated next in the WT presentation framework.

**ALGORITHM 1.9**

(Matrix Multiplication Revisited)

**Input:** Two \(n \times n\) matrices \(A\) and \(B\) stored in the shared memory, where \(n = 2^k\) for some integer \(k\).

**Output:** The product \(C = AB\) stored in the shared memory.

**begin**

1. for \(1 \leq i, j \leq n\) pardo
   
   Set \(C'(i, j, l) = A(i, l)B(l, j)\)

2. for \(h = 1\) to \(\log n\) do
   
   for \(1 \leq i, j \leq n, 1 \leq l \leq n/2^h\) pardo
   
   Set \(C'(i, j, l) = C'(i, j, 2l - 1) + C'(i, j, 2l)\)

3. for \(1 \leq i, j \leq n\) pardo
   
   Set \(C(i, j) = C'(i, j, 1)\)

**end**

Algorithm 1.9 runs in \(O(\log n)\) time using a total of \(O(n^2)\) operations. By the WT scheduling principle, the algorithm can be simulated by \(p\) processors to run in \(O(n^2/p + \log n)\) time.
Consider the adaptation of this algorithm to the case where there are $n$ processors available. In particular, the corresponding running time must be $O(n^2)$. We examine the communication complexity of Algorithm 1.9 relative to a particular processor allocation scheme.

A straightforward scheme proceeds by allocating the operations included in each time unit to the available processors (as in the statement of the WT scheduling principle). In particular, the $n^2$ concurrent operations of step 1 can be allocated equally among the $n$ processors as follows. For each $1 \leq i \leq n$, processor $P_i$ computes $C(i,j,l) = A_i(i,l)B(j,l)$, where $1 \leq j,l \leq n$; hence, $P_i$ has to read the $i$th row of $A$ and all of matrix $B$ from the shared memory. A traffic of $O(n^2)$ numbers is created between the shared memory and each of the local memories of the processors.

The $k$th iteration of the loop at step 2 requires $n^2/2^k$ concurrent operations, which can be allocated as follows. Processor $P_i$'s task is to update the values $C(i,j,l)$, for all $1 \leq j,l \leq n$; hence, $P_i$ can read all the necessary values $C(i,j,l)$ for all indices $1 \leq j,l \leq n$, and can then perform the operations required on this set of values. Again, $O(n^2)$ entries get swapped between the shared memory and the local memory of each processor.

Finally, step 3 can be implemented easily with $O(n)$ communication, since processor $P_i$ has to store the $i$th row of the product matrix in the shared memory, for $1 \leq i \leq n$.

Therefore, we have a processor allocation scheme that adapts the WT scheduling principle successfully and that has a communication requirement of $O(n^2)$.

We now develop another parallel implementation of the standard matrix-multiplication algorithm that will result in many fewer data elements being transferred between the shared memory and each of the local memories of the $n$ processors. In addition, the computation time remains the same.

Assume, without loss of generality, that $\alpha = \sqrt{n}$ is an integer. Partition matrix $A$ into $\sqrt{n} \times \sqrt{n}$ blocks of submatrices, each of size $n^{23} \times n^{23}$, as follows:

$$
A = 
\begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,n} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n,1} & A_{n,2} & \cdots & A_{n,n}
\end{bmatrix}
$$

We partition $B$ and $C$ in the same way. Notice that there are exactly $n$ pairs $(A_{i,j}, B_{i,j})$ for all $i,j$, and $l$.

The new processor allocation follows a strategy different from the one outlined in the WT scheduling principle. Each processor $P$ reads a unique pair $(A_{i,j}, B_{i,j})$ of blocks from $A$ and $B$, respectively, and computes the product $D_{i,j,l} = A_{i,j}B_{i,j}$, which is then stored in the shared memory. The amount of communication needed is $O(n^{43})$, which accounts for the cost of transferring a pair of blocks from the shared memory into each local memory and the cost of storing a new block from each local memory into the shared memory. On the other hand, the amount of computation required for performing $D_{i,j,l} = A_{i,j}B_{i,j}$ is $O(n^2)$, since each block is of size $n^{23} \times n^{23}$.

Next, each block $C_{i,j}$ of the product matrix $C$ is given by $C_{i,j} = \sum_{l=1}^{n^{23}} D_{i,j,l}$, and there are $n^{23}$ such blocks. We can now allocate $\sqrt{n}$ processors to compute each block $C_{i,j}$ such that the computation proceeds in the fashion of a balanced binary tree whose $\sqrt{n}$ leaves contain the blocks $D_{i,j,l}$, where $1 \leq l \leq \sqrt{n}$. Each level of the tree requires the concurrent access of a set of blocks each of size $n^{23} \times n^{23}$. Hence, the execution of the operations represented by each level of a tree requires $O(n^{43})$ communication. Therefore the total amount of communication required for computing all the $C_{i,j}$'s is $O(n^{43} \log n)$, which is substantially smaller than the $O(n^2)$ required by the previous processor allocation scheme.

**Remark 1.3:** We can reduce to $O(n^{43})$ the communication cost of the second processor allocation scheme to implement the standard matrix-multiplication algorithm by using the pipelining technique introduced in Chapter 2. $\Box$

In summary, a parallel algorithm given in the WT presentation level requires a solution to a processor allocation problem that will uniquely determine the computation and the communication requirements of the algorithm. In almost all cases, the strategy outlined in the statement of the WT scheduling principle results in an optimal allocation of the computation among the available processors. However, the communication complexity of the resulting implementation may not be optimal. An alternative parallel algorithm may be required to achieve optimal communication complexity.

### 1.8 Summary

The design and analysis of parallel algorithms involve a complex set of interrelated issues that is difficult to model appropriately. These issues include computational concurrency, processor allocation and scheduling, communication, synchronization, and granularity (granularity is a measure of the amount of computation that can be performed by the processors between synchronization points). An attempt to capture most of the related parameters makes the process of designing parallel algorithms a challenging task. We have opted for simplicity and elegance, while attempting to shed light on some of the important performance issues arising in the design of parallel algorithms.
In this chapter, we introduced two major parallel-computation models: the shared memory and the network. These models offer two orthogonal approaches to parallel computation—shared-memory computation versus distributed-memory computation. We argued in favor of the shared-memory model due to its simplicity, uniformity, and elegance.

We described a high-level framework for presenting and analyzing PRAM algorithms. We identified the two important parameters, time and work. Time refers to the number of time units required by the algorithm, where during each time unit a number of concurrent operations can take place. Work refers to the total number of operations needed to execute the algorithm. A scheduling principle translates such an algorithm into a parallel algorithm running on a PRAM with any number of processors.

Our notion of optimality concentrates on minimizing the total work primarily and the running time secondarily. A more detailed analysis could also incorporate the communication requirement.

The WT presentation framework is used almost exclusively in the remainder of this book. It allows clear and succinct presentation of fairly complicated parallel algorithms. It is also closely related to data-parallel programming, which has been used for shared and distributed-memory computations, as well as to SIMD and MIMD parallel computers.

Let $G$ be the dag corresponding to the back-substitution algorithm.

a. Determine an optimal schedule of $G$ for any number $p \leq n$ of processors. What is the corresponding speedup?

b. Determine an optimal schedule where $p > n$. What is the best possible speedup achievable in this case?

1.4. Let $p(x) = a_0x^n + a_1x^{n-1} + \cdots + a_{n-1}x + a_n$ be a given polynomial. Homer's algorithm to compute $p(x)$ at a point $x_0$ is based on rewriting the expression for $p(x_0)$ as follows:

$$p(x_0) = \cdots ((a_0x_0 + a_1)x_0 + a_2)x_0 + \cdots + a_{n-1}x_0 + a_n.$$  

a. Draw the dag corresponding to Homer's algorithm. What is the optimal schedule for $p$ processors, $1 \leq p \leq n$?

b. Is it possible to develop a parallel algorithm whose complexity is $O\left(\frac{n}{p} + \log n\right)$ for $p$ processors?

1.5. a. The global memory of an EREW PRAM contains $n$ bits $x_i$ stored in $n$ consecutive locations. Given $p$ processors, where $p \leq n$, develop the algorithm that has to be executed by each processor to compute the Boolean AND of the $x_i$'s. Your algorithm must run in $O\left(\frac{n}{p} + \log n\right)$ time.

b. Show how to perform the same computation in $O\left(\frac{n}{p}\right)$ time on the common CRCW PRAM.

1.6. Rewrite the PRAM algorithm to multiply two $n \times n$ matrices (Algorithm 1.3) for the case when the processors are indexed from 1 to $n^3$ (instead of the indexing $(i, j, k)$, for $1 \leq i, j, k \leq n$).

1.7. Our PRAM algorithm to multiply two $n \times n$ matrices (Algorithm 1.3) assumed the presence of $n^3$ processors. Assume that you have only $p$ processors, where $1 \leq p \leq n^3$. Develop the corresponding algorithm to be executed by an arbitrary processor $P_r$, where $1 \leq r \leq p$. What is the running time of your algorithm? What is the corresponding speedup relative to the standard matrix-multiplication algorithm? Assume that $n = 2^k$, and $p = 2^r$.

1.8. An item $X$ is stored in a specified location of the global memory of an EREW PRAM. Show how to broadcast $X$ to all the local memories of the $p$ processors of the EREW PRAM in $O(\log p)$ time. Determine how much time it takes to perform the same operation on the CREW PRAM.

1.9. Design a systolic algorithm to compute the matrix-vector product $Ab$, where $A$ is an $n \times n$ matrix and $b$ is an $n$-dimensional vector, on a linear array of $n$ processors. Your algorithm must run in $O(n)$ time.

1.10. Suppose two $n \times n$ matrices $A$ and $B$ are initially stored on a mesh of $n^2$ processors such that $P_{ij}$ holds $A(i, j)$ and $B(j, i)$. Develop an asynchronous algorithm to compute the product of the two matrices in $O(n)$ time.
1.11. Develop an algorithm to multiply two $n \times n$ matrices on a mesh with $p^2$ processors, where $1 \leq p < n$. You can assume that the two matrices are initially stored in the mesh in any order you wish, as long as each processor has the same number of entries. What is the corresponding speedup? Assume that $p$ divides $n$.

1.12. Assume that processor $P_{ij}$ of an $n \times n$ mesh has an element $X$ to be broadcast to all the processors. Develop an asynchronous algorithm to perform the broadcasting. What is the running time of your algorithm?

1.13. Given a sequence of numbers $x_1, x_2, \ldots, x_n$, the prefix sums are the partial sums $s_1 = x_1, s_2 = x_1 + x_2, \ldots, s_n = \sum_{i=1}^{n} x_i$. Show how to compute the prefix sums on a mesh with $n$ processors in $O(\sqrt{n})$ time. What is the corresponding speedup? Assume that $\sqrt{n}$ is an integer.

1.14. Assume that an $n \times n$ matrix $A$ is stored on an $n \times n$ mesh of processors such that processor $P_{ij}$ holds the entry $A(i, j)$. Develop an $O(n)$ time algorithm to transpose the matrix such that processor $P_{ij}$ will hold the entry $A(j, i)$. Compare your algorithm with that for computing the transpose of a matrix on the PRAM model.

1.15. Show that any algorithm to compute the transpose of an $n \times n$ matrix (see Exercise 1.14) on a $p \times p$ mesh requires $\Omega(\sqrt{\frac{n^2}{p^2}})$ time, where $2 \leq p \leq n$. The memory mapping of an $n \times n$ matrix $A$ into a $p \times p$ mesh can be defined as follows. Let $p$ divide $n$ evenly. Partition $A$ into $p \times p$ blocks $A_{ij}$, each containing $n^2 / p^2$ elements. Processor $P_{ij}$ of the mesh holds the block $A_{ij}$.

1.16. Let $P_i$ and $P_j$ be two processors of a $d$-dimensional hypercube. Show that there exist $d$ node-disjoint paths between $P_i$ and $P_j$ such that the length of each path is at most $H(i, j) + 2$, where $H(i, j)$ is the number of bit positions on which $i$ and $j$ differ.

1.17. An embedding of a graph $G = (V, E)$ into a $d$-dimensional hypercube is a one-to-one mapping $f$ from $V$ into the nodes of the hypercube such that $(u, v) \in E$ implies that processors $P_{f(u)}$ and $P_{f(v)}$ are adjacent in the cube.

a. Develop an embedding of a linear processor array with $p = 2^d$ processors into a $d$-dimensional hypercube.

b. Develop an embedding of a mesh into a hypercube.

1.18. Develop an $O(n)$ time algorithm to compute the product of two $n \times n$ matrices on the hypercube with $n^2$ processors.

1.19. Consider the problem of multiplying two $n \times n$ matrices on a synchronous hypercube with $p = n^2$ processors, where $n = 2^d$. Assume that the input arrays $A$ and $B$ are initially stored in processors $P_0, P_1, \ldots, P_{n^2-1}$, where $P_k$ holds the entries $A(i, j)$ and $B(i, j)$ such that $k = m + j$, for $0 \leq i, j \leq n - 1$. Develop a parallel algorithm to compute the product $AB$ in $O(\log n)$ time.

1.20. Our hypercube algorithm to compute the sum of $n$ numbers assumes the availability of $n$ processors. Design an algorithm where we have an arbitrary number $p$ of processors, $1 \leq p \leq n$. What is the corresponding speedup? Is it always optimal?

1.21. Given a sequence of $n = 2^d$ elements $(x_0, x_1, \ldots, x_{n-1})$ stored on a $d$-dimensional hypercube such that $x_i$ is stored in $P_i$, where $0 \leq i \leq n - 1$, develop an $O(\log n)$ time algorithm to determine the number of $x_i$'s that are smaller than a specified element initially stored in $P_0$.

1.22. a. Develop an algorithm to compute the prefix sums of $n$ elements, as introduced in Exercise 1.13, on a hypercube with $n = 2^d$ processors. Your algorithm should run in $O(\log^2 n)$ time (or faster).

b. Develop an algorithm where the number $p$ of processors is smaller than the number $n$ of elements and each processor holds initially $\frac{n}{p}$ elements. What is the corresponding running time?

1.23. The $p$ processors of a $d$-dimensional hypercube hold $n$ items such that each processor has at most $M$ items. Develop an algorithm to redistribute the $n$ items such that each processor has exactly $\frac{n}{p}$ items (assuming that $p$ divides $n$ evenly). State the running time of your algorithm as a function of $p, M$, and $n$.

1.24. The WT scheduling principle was discussed in the context of PRAM algorithms. Prove that this principle will always work in the dag model.

1.25. Compare a parallel algorithm given in the WT presentation framework to a dag with a given schedule. In particular, determine whether such an algorithm can always be represented by a dag whose optimal schedule meets the time steps of the algorithm.

1.26. a. Determine the communication complexity of the PRAM sum algorithm (Algorithm 1.8) as a function of $n$ and $p$. Is it possible to do better?

b. In general, suppose we are given a linear work, $T(n)$-time PRAM algorithm to solve a problem $P$ of size $n$. Show that a successful adaptation of the scheduling principle results in an optimal communication complexity as long as $p = O(nT(n))$.

1.27. Consider the problem of multiplying two $n \times n$ matrices on a PRAM model where each processor has a local memory of size $M \leq n$. Compare the communication complexities of the two parallel implementations of the standard matrix-multiplication algorithm discussed in Section 1.7.

1.28. Generalize the processor allocation scheme described for the $n \times n$ matrix multiplication problem on the PRAM whose communication cost is $O(n^{4/3} \log n)$ to the case when there are $p$ processors available, $1 \leq p \leq n^2$. What is the resulting communication complexity?
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The task of designing parallel algorithms presents challenges that are considerably more difficult than those encountered in the sequential domain. The lack of a well-defined methodology is compensated by a collection of techniques and paradigms that have been found effective in handling a wide range of problems. This chapter introduces these techniques as they apply to a selected set of combinatorial problems, which are interesting on their own and often appear as subproblems in numerous computations.

It is important to view the introduced techniques as general guidelines for designing parallel algorithms, rather than as a manual of directly applicable methods. The combinatorial problems discussed include the prefix sums (Section 2.1), parallel prefix (Section 2.2), the convex hull (Section 2.3), merging (Section 2.4), insertions into 2-3 trees (Section 2.5), computing the maximum (Section 2.6), and coloring the vertices of a directed cycle (Section 2.7). Most of these parallel algorithms are used frequently in the remainder of this book.

2.1 Balanced Trees

The PRAM algorithm to compute the sum of $n$ elements presented in Section 1.3.2 is based on a balanced binary tree whose leaves are the given $n$ elements
and whose internal nodes represent additions. This algorithm is an example of the general strategy of building a balanced binary tree on the input elements and traversing the tree forward and backward to and from the root. An internal node \( u \) usually holds information concerning the data stored at the leaves of the subtree rooted at \( u \). The success of such a strategy depends partly on the existence of a fast method to determine the information stored in an internal node from the information stored in its children. We use the computation of the prefix sums of \( n \) elements to provide another illustration of this strategy.

### 2.1.1 AN OPTIMAL PREFIX-SUMS ALGORITHM

Consider a sequence of \( n \) elements \( \{x_1, x_2, \ldots, x_n\} \) drawn from a set \( S \) with a binary associative operation, denoted by \( \ast \). The prefix sums of this sequence are the \( n \) partial sums (or products) defined by

\[
s_i = x_1 \ast x_2 \ast \ldots \ast x_i, \quad 1 \leq i \leq n.
\]

A trivial sequential algorithm computes \( s_i \) from \( s_{i-1} \) with a single operation by using the identity \( s_i = s_{i-1} \ast x_i \), for \( 2 \leq i \leq n \), and hence takes \( O(n) \) time. Clearly, this algorithm is inherently sequential.

We can use a balanced binary tree to derive a fast parallel algorithm to compute the prefix sums. Each internal node represents the application of the operation \( \ast \) to its children during a forward traversal of the tree. Hence, each node \( v \) holds the sum of the elements stored in the leaves of the subtree rooted at \( v \). During a backward traversal of the tree, the prefix sums of the data stored in the nodes at a given height are computed. We start by giving a recursive version described by the steps needed to obtain the data stored in the nodes at height 1 and the steps needed to obtain the prefix sums after the recursive call on the nodes at height 1 terminates.

**ALGORITHM 2.1**  
(Prefix Sums)

**Input:** An array of \( n = 2^k \) elements \( \{x_1, x_2, \ldots, x_n\} \), where \( k \) is a nonnegative integer.   
**Output:** The prefix sums \( s_i \), for \( 1 \leq i \leq n \).

**begin**

1. if \( n = 1 \) then \{set \( s_1 \) = \( x_1 \); exit\}
2. for \( 1 \leq i \leq n/2 \) pardo
   
   Set \( y_i := x_{2i-1} \ast x_{2i} \)
3. Recursively compute the prefix sums of \( \{y_1, y_2, \ldots, y_{n/2}\} \) and store them in \( z_1, z_2, \ldots, z_{n/2} \).

**end**

**EXAMPLE 2.1:**

The prefix-sums algorithm on eight elements is illustrated in Fig. 2.1. The time units referred to in what follows are those indicated in the figure. During the first time unit, the four elements \( y_1 = x_1 \ast x_2, y_2 = x_3 \ast x_4, y_3 = x_5 \ast x_6, \) and \( y_4 = x_7 \ast x_8 \) are computed. The second time unit corresponds to computing \( y_1 \ast y_2 \) and \( y_3 \ast y_4 \) with a recursive call to handle these two inputs. The element \( y_5 = y_1 \ast y_2 \) is computed during time unit 3. Hence, at the fourth time unit, the prefix sum of this single input is generated. The reverse process begins by generating, in time unit 5, the prefix sums \( z_1 \) and \( z_5 \) of the two inputs \( y_1 \) and \( y_2 \) generated during the second time unit. Similarly, during time unit 6, the prefix sums \( z_2, z_3, z_6 \), and \( z_7 \) are the four elements \( y_1, y_2, y_3, \) and \( y_4 \) are generated. Finally, the prefix sums \( s_i \) of the \( x_i \)'s are generated in time unit 7.

On inputs of size \( n = 2^k \), the prefix-sums algorithm requires \( 2k + 1 \) time units such that, during the first \( k \) time units, the computation advances from the leaves of a complete binary tree to the root, where the leaves hold \( x_1, x_2, \ldots, x_n \). During the last \( k \) time units, we transverse the tree in reverse order and compute prefix sums by using the data generated during the first \( k \) time units.

We note that the whole algorithm can be executed in place, and that we introduced additional variables for clarity.

We are now ready to examine the following theorem, which is stated within the WT presentation level.

**Theorem 2.1:** The Prefix-Sums Algorithm (Algorithm 2.1) computes the prefix sums of \( n \) elements in time \( T(n) = O(\log n) \), using a total of \( W(n) = O(n) \) operations.

**Proof:** The correctness proof will be by induction on \( k \), where the size of the input is \( n = 2^k \).

The base case \( k = 0 \) is handled correctly by step 1 of the algorithm. Assume that the algorithm works correctly for all sequences of length \( n = 2^k \), where \( k > 0 \). We will prove that the algorithm computes the prefix sums of any sequence of length \( n = 2^k + 1 \).
steps using \( O(n) \) operations. Therefore, the running time \( T(n) \) and the work \( W(n) \) required by the algorithm satisfy the following recurrences:

\[
T(n) = T\left(\frac{n}{2}\right) + a
\]

\[
W(n) = W\left(\frac{n}{2}\right) + bn,
\]

where \( a \) and \( b \) are constants. The solutions of these recurrences are \( T(n) = O(\log n) \) and \( W(n) = O(n) \).

**PRAM Model:** Since steps 1, 2 and 4 of Algorithm 2.1 do not require concurrent read or concurrent write capability, this algorithm runs on the EREW PRAM model. A lower bound of \( \Omega(\log n) \) on the time it takes a CREW PRAM to compute the Boolean OR of \( n \) variables (regardless of the number of operations used) implies that the previous algorithm is WT optimal, or optimal in the strong sense, on the EREW and CREW PRAM. This lower-bound proof is presented in Chapter 10.

### 2.1.2 A NONRECURSIVE PREFIX-SUMS ALGORITHM

We present a nonrecursive version of the prefix algorithm, which will be used in Section 2.1.3 to illustrate the details involved in adapting the WT scheduling principle.

Let \( A(i) = x_i \), where \( 1 \leq i \leq n \). Let \( B(h,j) \) and \( C(h,j) \) be sets of auxiliary variables, where \( 0 \leq h \leq \log n \) and \( 1 \leq j \leq n/2^h \). The array \( B \) will be used to record the information in the binary tree nodes during a forward traversal, whereas the array \( C \) will be used during the backward traversal of the tree. Figure 2.2 illustrates the forward traversal, and Fig. 2.3 illustrates the backward traversal, for \( n = 8 \).

**Algorithm 2.2**

(Nonrecursive Prefix Sums)

**Input:** An array \( A \) of size \( n = 2^k \), where \( k \) is a nonnegative integer.

**Output:** An array \( C \) such that \( C(0, j) \) is the \( j \)-th prefix sum, for \( 1 \leq j \leq n \).

**begin**

1. for \( 1 \leq j \leq n \) pardo

   \[ \text{Set } B(0, j) := A(j) \]

2. for \( h = 1 \) to \( \log n \) do

   for \( 1 \leq i \leq n/2^h \) pardo

   \[ \text{Set } B(h, j) := B(h - 1, 2j - 1) \times B(h - 1, 2j) \]

**end**
3. for \( h = \log n \) to 0 do
   for \( 1 \leq j \leq n/2^h \) pardo
     \[
     \begin{align*}
     &\text{if even} & : \text{Set } C(h, j) = C(h + 1, \lfloor j/2 \rfloor) \\
     &j = 1 & : \text{Set } C(h, 1) = B(h, 1) \\
     &j \text{ odd} > 1 & : \text{Set } C(h, j) = C(h + 1, \lfloor j/2 \rfloor) \ast B(h, j)
     \end{align*}
     \]
   end

EXAMPLE 2.2:

Let \( n = 8 \) (see Figs. 2.2 and 2.3). We initially set \( B(0, j) = A(j) \), for all \( 1 \leq j \leq 8 \). The \( B(0, j) \)s correspond to the leaves of the binary tree. The variables \( B(1, j) \), where \( 1 \leq j \leq 4 \), correspond to the internal nodes at height 1; the variables \( B(2, j) \), where \( 1 \leq j \leq 2 \), correspond to the internal vertices at height 2. The root of the binary tree is stored in \( B(3, 1) \). We then traverse this binary tree backward. We start by setting \( C(3, 1) = B(3, 1) \). At the next step, we generate \( C(2, 1) = B(2, 1) \) and \( C(2, 2) = B(3, 1) \). Hence, \( C(2, 1) \) and \( C(2, 2) \) hold the prefix sums corresponding to the inputs \( B(1, 2) \) and \( B(2, 2) \). Similarly, \( C(1, 1), C(1, 2), C(1, 3), \) and \( C(1, 4) \) are the prefix sums of \( B(1, 1), B(1, 2), B(1, 3), \) and \( B(1, 4) \). Therefore the \( C(0, j) \)s hold the prefix sums of the original inputs.

2.1.3 *ADAPTATION OF THE WT SCHEDULING PRINCIPLE*

As indicated in Section 1.5, the adaptation of the WT scheduling principle requires the determination of the number of operations at each parallel step and a solution to the corresponding processor allocation problem.

Let \( n = 2^k \). There are \( 2 \log n + 2 = 2k + 2 \) parallel steps in Algorithm 2.2. Let \( W_{1,1} \) be the number of operations performed at step 1, and let \( W_{i,m} \) be the number of operations performed at step \( i \) in Algorithm 2.2 during the \( m \)th iteration, \( i = 2, 3 \). Then, \( W_{1,1} = n, W_{2,m} = n/2^m = 2^{k-m} \) for \( 1 \leq m \leq k \), and \( W_{3,m} = 2^m \) for \( 0 \leq m \leq k \). The total number of operations is given by \( W(n) = W_{1,1} + \sum_{m=1}^{k} W_{2,m} + \sum_{m=1}^{k} W_{3,m} = n + 2^k \sum_{m=1}^{k} 2^{k-m} + \sum_{m=0}^{k} 2^m = n + n(1 - (1/2^k)) + 2^k - 1 = O(n) \). The processor allocation problem is addressed next.

Let our PRAM have \( p = 2^l \leq n \) processors \( P_1, P_2, \ldots, P_p \), and let \( l = \log p = 2^k - q \). The input array is divided into \( p \) subarrays such that processor \( P_j \) is responsible for processing the \( j \)th subarray \( A((k - 1) + 1), A((k - 1) + 2), \ldots, A(k) \). At each height \( h \) of the binary tree, during either a forward or a backward traversal, the generation of the \( B(h, j) \) and \( C(h, j) \) values is divided in a similar way among the \( p \) processors. This division is performed in a way similar to the details we worked out for the parallel algorithm to compute the sum of \( n \) numbers in Example 1.13.

In Algorithm 2.3, which follows, conditions 2.1 and 3.1 hold whenever the number of operations at that particular iteration is greater than or equal.
to\( p \). These operations are then distributed equally among the \( p \) processors. In the case where the number of operations is less than \( p \) (steps 2.2 and 3.2), we assign one operation per processor starting from the lowest-indexed processor. Note that, for any given value of \( h \) in the loops defined in steps 2 and 3, the possible number of concurrent operations is \( n/2^h = 2^{k-h} \).

The algorithm to be executed by the \( s \)th processor is given next. Figure 2.4 illustrates the corresponding processor allocation in the case of \( n = 8 \) and \( p = 2 \).

**Algorithm 2.3**

(Algorithm for Processor \( P_s \))

**Input:** An array \( A \) of size \( n = 2^k \), and an index \( s \) that satisfies \( 1 \leq s \leq p = 2^k \), where \( p \) is the number of processors.

**Output:** The prefix sums \( C(0, j) \) for \( n(s - 1) + 1 \leq j \leq n(s) \).

**begin**

1. for \( j = 1 \) to \( l = n/p \) do
   
   \( B(0, l(s - 1) + j) = A(l(s - 1) + j) \)

2. for \( h = 1 \) to \( k \) do
   
   2.1. if \( (k - h - q \geq 0) \)
   
   \( j = 2^{k-h} \cdot q \cdot (s - 1) + 1 \) to \( 2^{k-h} \cdot q \cdot s \) do
   
   \( B(h, j) = B(h - 1, 2j - 1) + B(h - 1, 2j) \)

   2.2. else if \( (s \leq 2^{k-h}) \)
   
   \( B(h, s) = B(h - 1, 2s - 1) + B(h - 1, 2s) \)

3. for \( h = k \) to \( 0 \) do
   
   3.1. if \( (k - h - q \geq 0) \)
   
   \( j = 2^{k-h} \cdot q \cdot (s - 1) + 1 \) to \( 2^{k-h} \cdot s \) do
   
   \( \begin{cases} 
   j \text{ even} : & C(h, j) = C(h + 1, \frac{j}{2}) \\
   j = 1 : & C(h, 1) = B(h, 1) \\
   j \text{ odd} \geq 1 : & C(h, j) = C(h + 1, \frac{j-1}{2}) + B(h, j) \end{cases} \)

   3.2. else if \( (s \leq 2^{k-h}) \)
   
   \( \begin{cases} 
   s \text{ even} : & C(h, s) = C(h + 1, \frac{s}{2}) \\
   s = 1 : & C(h, 1) = B(h, 1) \\
   s \text{ odd} \geq 1 : & C(h, s) = C(h + 1, \frac{s-1}{2}) + B(h, s) \end{cases} \)

**end**

**Example 2.3:**

Let \( n = 8 \) and \( p = 2 \). Consider the algorithm corresponding to processor \( P_2 \). At step 1, \( P_2 \) sets \( B(0, 5) = A(5) \), \( B(0, 6) = A(6) \), \( B(0, 7) = A(7) \), and \( B(0, 8) = A(8) \) (see Figs. 2.2 and 2.4). During the execution of step 2 of Algorithm 2.3, \( P_2 \) will be active for \( h = 1, 2 \) and idle for \( h = 3 \). Processor \( P_2 \) generates \( B(1, 3), B(1, 4) \) and \( B(2, 2) \) during the loop defined by step 2. Similarly, during the backward traversal of the binary tree, \( P_2 \) will be idle for \( h = 3 \), and active for \( h = 2, 1, 0 \). Hence, \( P_2 \) generates the sums \( C(2, 2), C(1, 3), C(1, 4), C(0, 5), C(0, 6), C(0, 7) \), and \( C(0, 8) \) (see Fig. 2.3).

**2.1.4 Review**

The basic scheme to build a balanced binary tree on the inputs and to traverse the binary tree to or from the root leads to efficient algorithms for many simple problems. This scheme is one of the most elementary and the most useful parallel techniques. We shall use this technique frequently in the rest of this book. Broadcasting a value to all the processors, and compacting the labeled elements of an array, are two simple examples that can be handled efficiently by this scheme (see Exercises 1.8 and 2.3).

The scheme using the balanced binary tree can be generalized to arbitrary balanced trees, where the number of children of an internal node could be nonconstant. As in the binary tree case, a fast algorithm is needed to determine the data stored in an internal node from the data stored in that node's children. It turns out that such a strategy can be carried out successfully for a number of specialized combinatorial problems. Computing the maximum of \( n \) elements is one such example discussed in Section 2.6.
2.2 Pointer Jumping

A rooted-directed tree $T$ is a directed graph with a special node $r$ such that (1) every $v \in V - \{r\}$ has outdegree 1, and the outdegree of $r$ is 0, and (2) for every $v \in V - \{r\}$, there exists a directed path from $v$ to $r$. The special node $r$ is called the root of $T$. It follows that a rooted directed tree is a directed graph whose undirected version is a rooted tree such that each arc of $T$ is directed from a node to that node’s parent.

The pointer jumping technique allows the fast processing of data stored in the form of a set of rooted-directed trees. This technique is best introduced with an example.

2.2.1 FINDING THE ROOTS OF A FOREST

Let $F$ be a forest consisting of a set of rooted directed trees. The forest $F$ is specified by an array $P$ of length $n$ such that $P(i) = j$ if $(i, j)$ is an arc in $F$; that is, $j$ is the parent of $i$ in a tree of $F$. For simplicity, if $i$ is a root, we set $P(i) = i$. The problem is to determine the root $S(i)$ of the tree containing the node $i$, for each $i$ between 1 and $n$.

A simple sequential algorithm—say, one based on first identifying the roots and reversing the links of the trees, followed by performing a depth-first or breadth-first traversal of each tree from its root—solves this problem in linear time. Our fast parallel algorithm follows a completely different strategy.

Initially, the successor $S(i)$ of each node $i$ is defined to be the node $P(i)$. The technique of pointer jumping (or path doubling) consists of updating the successor of each node by that successor’s successor. As the technique is applied repeatedly, the successor of a node is an ancestor that becomes closer and closer to the root of the tree containing that node. As a matter of fact, the distance between a node and its successor doubles unless the successor of the successor node is a root. Hence, after $k$ iterations, the distance between $i$ and $S(i)$ as they appear in a directed tree of $F$ is $2^k$ unless $S(i)$ is a root. The detailed algorithm is given next.

ALGORITHM 2.4
(Pointer Jumping)

Input: A forest of rooted directed trees, each with a self-loop at its root, such that each arc is specified by $(i, P(i))$, where $1 \leq i \leq n$.

Output: For each vertex $i$, the root $S(i)$ of the tree containing $i$.

begin
1. for $1 \leq i \leq n$ pardo
   Set $S(i) = P(i)$
   while $(S(i) \neq S(S(i)))$
     Set $S(i) = S(S(i))$
   end

EXAMPLE 2.4:

An illustration of the pointer jumping algorithm is shown in Fig. 2.5. In this case, the forest consists of two trees: one is rooted at vertex 8, and the other is rooted at vertex 13. The arcs in the figure correspond to $(i, P(i)), 1 \leq i \leq 13$. The first execution of the while loop causes vertices 1, 2, 3, 4, 5, 9, 10, and 11 to change their successors, as indicated in Fig. 2.5(b). The second iteration causes the two trees to become of depth 1. We now have $S(1) = S(8)$, for all $i$; hence, the algorithm terminates.

Let $h$ be the maximum height of any tree in the forest. We can show the correctness of the previous procedure by using an inductive proof on $h$.

As for the time analysis, the distance (number of arcs in the initial trees) between $i$ and $S(i)$ doubles after each iteration until $S(S(i))$ is the root of the tree containing $i$. Hence, the number of iterations is $O(\log h)$. Each iteration can be executed in $O(1)$ parallel time with $O(n)$ operations. Therefore, the algorithm runs in $O(\log h)$ time and uses a total of $W(n) = O(n \log h)$ operations, which is clearly nonoptimal (unless $h$ is a constant), since a linear-time sequential algorithm exists.

Theorem 2.2: Given a forest of rooted directed trees, Algorithm 2.4 generates for each vertex $i$ the root of $i$’s tree. This algorithm runs in $O(\log h)$ time using a total number of $O(n \log h)$ operations, where $h$ is the maximum height of any tree in the forest, and $n$ is the total number of vertices in the forest.

PRAM Model: Algorithm 2.4 requires concurrent-read capability because different nodes could have the same $S$ value. The first iteration of Example 2.4 requires, for instance, that we set $S(3) = S(6), S(4) = S(6),$ and $S(5) = S(6)$; hence, the datum $S(6)$ is used for the execution of three operations. However, no concurrent-write capability is needed. Hence, Algorithm 2.4 is a CREW PRAM algorithm.

2.2.2 PARALLEL PREFIX

Let us assume next that each node $i$ in the forest $F$ contains a weight $W(i)$. The pointer jumping technique can be also used to compute, for each node $i$, the sum of the weights stored in the nodes on the path from the node $i$ to the root.
Output: For each vertex $i$, $W(i)$ is set equal to the sum of the weights of vertices on the path from $i$ to the root of its tree.

begin

1. for $1 \leq i \leq n$ pardo
   
   Set $S(i) := P(i)$

   while $(S(i)) \neq S(S(i))$ do
       
       Set $W(i) := W(i) + W(S(i))$

   Set $S(i) := S(S(i))$

end

EXAMPLE 2.5:

Let us go back to the example of Fig. 2.5. Suppose that, initially, $W(i) = 1$ for all $i \neq 8, 13$, and $W(8) = W(13) = 0$. During the first iteration of the loop, we obtain $W(1) = W(2) = W(3) = W(4) = W(5) = W(9) = W(10) = W(11) = 2$. The other vertices retain their initial $W$ values. Now consider what happens to vertices 1 and 9 during the second iteration. Their associated values change as follows: $W(1) = W(1) + W(6) = 3$, and $W(9) = W(9) + W(11) = 4$. Similarly, we obtain that $W(2) = W(10) = 3$, and $W(3) = W(4) = W(5) = W(11) = 2$, and $W(6) = W(7) = W(12) = 1$. Hence, each $W(i)$ value corresponds to the length of the path from $i$ to the root of its tree; that is, $W(i)$ is equal to the level of $i$, assuming the root is at level 0.

PRAM Model: As in Algorithm 2.4, Algorithm 2.5 runs on the CREW PRAM. The bounds on the resources are also asymptotically the same as those of Algorithm 2.4.

**Remark 2.1**: An important special case is when each tree is just a path represented by a linked list. The problem of computing prefix sums on linked lists is called parallel prefix, and is considered in detail in Chapter 3. We note here that Algorithm 2.5 provides a solution to the parallel prefix problem with $n$ nodes such that the running time is $O(\log n)$ and the total number of operations is $O(n \log n)$, since the maximum height $h$ is equal to $n$ in this case.

### 2.2.3 REVIEW

The pointer jumping technique provides a simple and powerful method for processing data stored in linked lists or directed rooted trees. In spite of the fact that Algorithms 2.4 and 2.5 are nonoptimal, the pointer jumping technique is useful in general because it is simple and can effectively handle subproblems arising in many computational tasks. These subproblems are usually of a size small enough that the pointer jumping technique will allow optimal overall processing. It is also possible to use the pointer jumping technique to solve other problems, such as...
technique in combination with other techniques to achieve optimality. In the next chapter, we present such an algorithm that solves the parallel prefix problem on linked lists optimally. The pointer jumping technique will be used heavily in Chapter 5.

2.3 Divide and Conquer

The basic divide-and-conquer strategy consists of three main steps. The first step is to partition the input into several partitions of almost equal sizes. The second step is to solve recursively the subproblem defined by each partition of the input. Note that these subproblems can be solved concurrently in the parallel framework. The third step is to combine or merge the solutions of the different subproblems into a solution for the overall problem.

The success of such a strategy depends on whether or not we can perform the first and third steps efficiently. This strategy has been shown to be effective in the development of fast sequential algorithms. It also leads to the most natural way of exploiting parallelism. We illustrate this technique on the convex-hull problem.

2.3.1 THE CONVEX-HULL PROBLEM

Given a set $S = \{p_1, p_2, \ldots, p_n\}$ of $n$ points in the plane, each represented by its $(x, y)$ coordinates, the **planar convex hull** of $S$ is the smallest convex polygon containing all the $n$ points of $S$. A polygon $Q$ is convex if, given any two points $p$ and $q$ in $Q$, the line segment whose endpoints are $p$ and $q$ lies entirely in $Q$. The convex-hull problem is to determine the ordered (say, clockwise) list $CH(S)$ of the points of $S$ defining the boundary of the convex hull of $S$.

**EXAMPLE 2.6:**

Consider the set $S$ of points shown in Fig. 2.6. In this case, the convex hull of $S$ is given by $CH(S) = (v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8)$.

The convex-hull problem is an important basic problem in computational geometry that arises in a variety of contexts. Chapter 6 is devoted to the study of several basic problems in planar computational geometry.

A simple divide-and-conquer strategy can be used to solve the convex-hull problem. This approach leads to an $O(n \log n)$ time sequential algorithm. On the other hand, it is not difficult to show that sorting can be reduced to the problem of solving the convex-hull problem (see Exercise 2.16); therefore the sequential complexity of the convex-hull problem is $T^*(n) = \Theta(n \log n)$.

Our parallel algorithm, based on the same divide-and-conquer strategy, will use an optimal number of operations.

2.3.2 A PARALLEL ALGORITHM FOR THE CONVEX-HULL PROBLEM

Let $p$ and $q$ be the points of $S$ with the smallest and the largest $x$ coordinates, respectively. Clearly, $p$ and $q$ belong to $CH(S)$ and partition $CH(S)$ into an **upper hull** $UH(S)$ consisting of all points from $p$ to $q$ of $CH(S)$ (clockwise), and a **lower hull** $LH(S)$ defined similarly from $q$ to $p$. The upper and the lower hulls of the set of points introduced in Example 2.6 are given by $UH(S) = (v_1, v_2, v_3, v_4, v_5)$ and $LH(S) = (v_5, v_6, v_7, v_8, v_1)$.

For the remainder of this section, we concentrate on determining $UH(S)$. The problem of computing $LH(S)$ can be solved in a similar fashion. Before proceeding, we need the fact stated in the next remark.

**Remark 2.2:** Sorting $n$ numbers can be done in $O(\log n)$ time on the EREW PRAM using a total of $O(n \log n)$ operations. This important fact is established in Chapter 4 for the CREW PRAM model. In a few instances, we use this fact before Chapter 4.
Assume for simplicity that no two points have the same \( x \) or \( y \) coordinates and that \( n \) is a power of 2.

We start by sorting the points \( p_i \) by their \( x \) coordinates. By Remark 2.2, this preprocessing step can be performed in \( O(\log n) \) time using \( O(n \log n) \) operations. Let \( x(p_1) < x(p_2) < \ldots < x(p_n) \), where \( x(p_i) \) is the \( x \) coordinate of \( p_i \).

Let \( S_1 = (p_1, p_2, \ldots, p_{\frac{n}{2}}) \) and \( S_2 = (p_{\frac{n}{2} + 1}, \ldots, p_n) \). Suppose that \( UH(S_1) \) and \( UH(S_2) \) have been determined. The upper common tangent between \( UH(S_1) \) and \( UH(S_2) \) is the common tangent such that both \( UH(S_1) \) and \( UH(S_2) \) are below it.

**EXAMPLE 2.7:**

Consider the two upper hulls \( UH(S_1) \) and \( UH(S_2) \) in Fig. 2.7. In this case, the segment \((a, b)\) is the upper common tangent.

Determining the upper common tangent between \( UH(S_1) \) and \( UH(S_2) \) can be done in \( O(\log n) \) sequential time by using a binary search method. We shall not elaborate on this further since, in Chapter 6, we present in detail a faster parallel algorithm. However, we assume for the remainder of this section that we have an \( O(\log n) \)-time sequential procedure to compute the upper common tangent.

Let \( UH(S_1) = (q_1, \ldots, q_i) \) and \( UH(S_2) = (q_j, \ldots, q_l) \) be the upper hulls of \( S_1 \) and \( S_2 \), respectively, given in a left-to-right order. Note that, in particular, \( q_1 = p_1 \) and \( q_l = p_n \). Suppose that the upper common tangent has been determined and is given by \((q_i, q_j)\). Then, \( UH(S) \) is the array consisting of the first \( i \) entries of \( UH(S_1) \) and the last \( l - j + 1 \) entries of \( UH(S_2) \); that is, \( UH(S) = (q_1, \ldots, q_i, q_j, \ldots, q_l) \). If \( i \) and \( j \) are given, the indices \( i \) and \( j \) are known. \( UH(S) \) and its size can be determined in \( O(1) \) parallel time using a total of \( O(n) \) operations.

**PRAM Model:** The method just given to combine \( UH(S_1) \) and \( UH(S_2) \) into \( UH(S) \) requires a concurrent-read capability. The requirement is due to the fact that indices \( i \) and \( j \) defining the upper common tangent are needed to determine whether a point of \( UH(S_1) \) or \( UH(S_2) \) belongs to \( UH(S) \), and, if it does, where it fits.

For example, in the time-processor framework, we can assign a processor to determine an entry of \( UH(S) \) as follows. Processor \( P_k \) sets \( UH(S)(k) = q_k \) whenever \( k \leq t \), and sets \( UH(S)(k) = q_{k + j - i - 1} \) whenever \( t < k \leq t + i - j + 1 \). In this case, a processor \( P_k \) may have to access \( i, j \), and \( t \). Hence, a CREW PRAM can be used to execute this step within the stated time bound.

The overall algorithm is given next.

**ALGORITHM 2.6 (Simple Upper Hull)**

**Input:** A set \( S \) of \( n \) points in the plane, no two of which have the same \( x \) or \( y \) coordinates such that \( x(p_1) < x(p_2) < \ldots < x(p_n) \), where \( n \) is a power of 2.

**Output:** The upper hull of \( S \).

**begin**

1. If \( n \leq 4 \), then use a brute-force method to determine \( UH(S) \), and exit.
2. Let \( S_1 = (p_1, p_2, \ldots, p_{\frac{n}{2}}) \) and \( S_2 = (p_{\frac{n}{2} + 1}, \ldots, p_n) \). Recursively, compute \( UH(S_1) \) and \( UH(S_2) \) in parallel.
3. Find the upper common tangent between \( UH(S_1) \) and \( UH(S_2) \), and deduce the upper hull of \( S \).

**end**

**Theorem 2.3:** Algorithm 2.6 correctly computes the upper hull of \( n \) points in the plane. This algorithm runs in \( O(\log^2 n) \) time using a total of \( O(n \log n) \) operations.

**Proof:** The correctness proof follows from a simple induction on \( n \), assuming the correctness of the procedure to determine the upper common tangent.

Suppose that Algorithm 2.6 takes \( T(n) \) parallel steps using \( W(n) \) operations on an arbitrary instance of size \( n \). We define each of \( T(n) \) and \( W(n) \) by a recurrence relation as follows.
Step 1 takes $O(1)$ sequential time. Step 2 takes $T(n/2)$ time using $2W(n/2)$ operations. As for step 3, determining the upper common tangent can be done in $O(\log n)$ sequential time, as indicated previously, and the combination of $UH(S_1)$ and $UH(S_2)$ into $UH(S)$ can be performed in $O(1)$ parallel time using a total of $O(n)$ operations. Therefore, $T(n) = T(n/2) + a \log n$

$W(n) = 2W(n/2) + bn,$

where $a$ and $b$ are positive constants. The solutions of these recurrence equations are given by $T(n) = O(\log^2 n)$ and $W(n) = O(n \log n),$ and the theorem follows.

Corollary 2.1: The convex hull of a set of $n$ points can be determined in $O(\log^2 n)$ time using a total of $O(n \log n)$ operations. Hence, Algorithm 2.6 is optimal.

PRAM Model: Algorithm 2.6 requires the CREW PRAM model, since our implementation of the merging of $UH(S_1)$ and $UH(S_2)$ does. In Exercise 2.17, the reader is asked to adapt this algorithm to run on the EREW PRAM model.

Remark 2.3: In the time-processor framework, the running time of Algorithm 2.6 is $O(n \log n/p + \log^2 n),$ where $p$ is the number of processors. Therefore, this algorithm achieves an optimal speedup for all values of $p$ such that $p \leq n/\log n.$

2.3.3 REVIEW

The divide-and-conquer strategy constitutes a powerful, widely applicable approach for developing efficient parallel algorithms. However, a straightforward divide-and-conquer approach does not lead to optimal $O(\log n)$ time algorithms, unless the merging can be performed efficiently. As a matter of fact, we shall see in Chapter 6 how to find the upper common tangent in $O(1)$ parallel time using only a total of $O(n)$ operations. This improvement implies an optimal $O(\log n)$ time algorithm for the convex-hull problem. If the merging step of a divide-and-conquer algorithm proves difficult to speed up, the following two methods provide alternatives.

The first method uses an $n^\alpha$ divide-and-conquer (for some $0 < \alpha < 1$) strategy by partitioning the input into $n^\alpha$ approximately equal partitions, rather than into a small number of partitions (as did in the previous example). This strategy can indeed be used to obtain a solution to the convex-hull problem in $O(\log n)$ time using a total of $O(n \log n)$ operations (see Exercise 2.18).

The second approach is to try to pipeline the operations required for the merging steps. If successful, such a strategy may enable us to perform merging in $O(1)$ time using a linear number of operations. This pipelined or cascading divide-and-conquer strategy is used to derive the optimal $O(\log n)$ time merge-sort algorithm (Chapter 4), and to obtain the WT optimal algorithms for several computational geometry problems (Chapter 6). A simple use of the pipelining technique is discussed in Section 2.5.

2.4 Partitioning

The partitioning strategy consists of (1) breaking up the given problem into $p$ independent subproblems of almost equal sizes, and then (2) solving the $p$ subproblems concurrently, where $p$ is the number of processors available. In its simplest form, this strategy amounts to splitting the input into $p$ nonoverlapping pieces, and then solving the problems associated with the $p$ pieces concurrently. However, in most cases, we make an effort to break up the given problem into a set of independent subproblems as illustrated by the problem of merging two sorted sequences, which we address next.

Given a set $S$ with a partial order relation $\leq$ (that is, $\leq$ is reflexive, antisymmetric, and transitive), $S$ is linearly ordered or totally ordered, if for every pair $a, b \in S,$ either $a \leq b$ or $b \leq a.$

Let $A = (a_1, a_2, \ldots, a_n)$ and $B = (b_1, b_2, \ldots, b_m)$ be two nondecreasing sequences whose elements are drawn from a linearly ordered set $S.$ We consider, in this section, the problem of merging these two sequences into a sorted sequence—say, $C = (c_1, c_2, \ldots, c_{m+n}).$

Simple linear-time sequential algorithms to solve the merging problem are well known. Our goal here is to provide a parallel solution that is based on partitioning $A$ and $B$ into many pairs of subsequences such that we can obtain the sorted sequence by concurrently merging the resulting pairs of subsequences.

Compare this strategy with the divide-and-conquer strategy, where the main work required typically lies in combining the solutions of the subproblems involved, rather than in partitioning the input.

2.4.1 A SIMPLE MERGING ALGORITHM

We start with few definitions. Let $X = (x_1, x_2, \ldots, x_t)$ be a sequence whose elements are from the set $S.$ Let $x \in X.$ The rank of $x$ in $X,$ denoted by $\text{rank}(x : X),$ is the number of elements of $X$ that are less than or equal to $x.$ Let $Y = (y_1,$
be an arbitrary array of elements from $S$. \textbf{Ranking} $Y$ in $X$ is the problem of determining the array $\text{rank}(Y : X) = (r_1, r_2, \ldots, r_t)$, where $r_i = \text{rank}(y_i : X)$.

**Example 2.8:**
Let $X = (25, -13, 26, 31, 54, 7)$ and $Y = (13, 27, -27)$. Then, $\text{rank}(Y : X) = (2, 4, 0)$.

Without loss of generality, assume that all the elements appearing in the two sorted sequences to be merged, $A$ and $B$, are distinct (see Exercise 2.21). In particular, no element of $A$ appears in $B$.

The merging problem can be viewed as that of determining the rank of each element $x$ from $A$ or $B$ in the set $A \cup B$. If $\text{rank}(x : A \cup B) = i$, then $c_i = x$, where $c_i$ is the $i$th element of the desired sorted sequence. Since $\text{rank}(x : A \cup B) = \text{rank}(x : A) + \text{rank}(x : B)$, we can solve the merging problem by determining the two integer arrays $\text{rank}(A : B)$ and $\text{rank}(B : A)$.

We now proceed to describe an algorithm to determine $\text{rank}(B : A)$. The same algorithm can be used to compute $\text{rank}(A : B)$. Let $b_i$ be an arbitrary element of $B$. Since $A$ is sorted, we can find the rank of $b_i$ in $A$ by using the \textit{binary search method}. This method consists of comparing $b_i$ with the middle element of $A$. Based on the outcome of this comparison, the search can be restricted to the upper or lower half of $A$. The process is repeated until $b_i$ is isolated between two successive entries of $A$—that is, $a_{j(i)} < b_i < a_{j(i)+1}$, where $\text{rank}(b_i : A) = j(i)$. Note that we have used here the fact that the elements of $A$ and $B$ are distinct.

The binary search algorithm just sketched determines the rank of an arbitrary element of $B$ in $A$, and runs in $O(\log n)$ sequential time. We can obviously apply this method concurrently to all the elements of $B$ to obtain a parallel algorithm for ranking $B$ in $A$ whose running time is $O(\log n)$, which implies that we have an $O(\log n)$ time parallel algorithm for merging two sequences, each of length $n$. However, the total number of operations used by such an algorithm is $O(n \log n)$, which is nonoptimal, since linear-time sequential algorithms exist, as indicated at the beginning of this section.

### 2.4.2 An Optimal Merging Algorithm

An optimal merging algorithm can be obtained as follows. Choose approximately $n/\log n$ elements of each of $A$ and $B$ that partition $A$ and $B$ into blocks of almost equal lengths. Apply the binary search method to rank each of the chosen elements in the other sequence. This step reduces the problem into merging pairs of subsequences, each of which has $O(\log n)$ elements. We can then apply an optimal-time sequential algorithm to each pair of subsequences to generate the sorted sequence.

For simplicity, we present the details of a slightly different algorithm. We start with the following partitioning algorithm, which forms the main component of the overall algorithm. In Algorithm 2.7 we do not assume that the lengths of the two sequences are necessarily equal. Figure 2.8 illustrates the pairs of subsequences obtained.

**Algorithm 2.7**

*(Partition)*

\textbf{Input:} Two arrays $A = (a_1, \ldots, a_n)$ and $B = (b_1, \ldots, b_m)$ in increasing order, where both $\log m$ and $k(m) = m/\log m$ are integers.

\textbf{Output:} $k(m)$ pairs $(A_i, B_i)$ of subsequences of $A$ and $B$ such that (1) $|B_i| = \log m$, (2) $\sum_i |A_i| = n$, and (3) each element of $A_i$ and $B_i$ is larger than each element of $A_{i-1}$ or $B_{i-1}$, for all $1 \leq i \leq k(m) - 1$.

\textbf{begin}

1. Set $j(0) = 0, j(k(m)) = n$.

2. for $1 \leq i \leq k(m) - 1$ \textbf{pardo}

   1. Rank $b_{i \log m}$ in $A$ using the binary search method, and let $j(i) = \text{rank}(b_{i \log m} : A)$.

3. for $0 \leq i \leq k(m) - 1$ \textbf{pardo}

   1. Set $B_i = (b_{i \log m + 1}, \ldots, b_{(i+1) \log m})$.
   
   2. Set $A_i = (a_{j(i)+1}, \ldots, a_{j(i+1)})$.

   (Each of $A_i$ is empty if $j(i) = j(i + 1)$)

\textbf{end}

---

**Figure 2.8**

The partitions generated by the partition algorithm (Algorithm 2.7). Each $B_i$ is of size $\log m$, and the $A_i$'s could be of different sizes. The element $j(0) = \text{rank}(b_{0 \log m} : A)$. 

\begin{tabular}{c|c|c}
\hline
&A_0&A_1&A_i\
\hline
$a_{1}\ldots a_{j(1)}$&$a_{j(1)+1}\ldots a_{j(2)}$&$a_{j(i)+1}\ldots a_{j(i+1)}$&\
\hline
\hline
\end{tabular}
EXAMPLE 2.9:
Let \( A = (4, 6, 7, 10, 12, 15, 18, 20) \) and \( B = (3, 9, 16, 21) \). In this case, \( m = 4 \) and \( k(m) = 2 \). Since \( \text{rank}(9 : A) = 3 \), we obtain the following two pairs of sub-sequences: \((A_0, B_0) = (4, 6, 7)\) and \((A_3, B_3) = (10, 12, 15, 18, 20)\) and \( B_3 = (16, 21) \). Each element of \( A_i \) and \( B_i \) is larger than each element in \( A_0 \) or \( B_0 \); hence, we can merge \( A \) and \( B \) by merging separately the pairs \((A_0, B_0)\) and \((A_1, B_1)\).

Lemma 2.1: Let \( C \) be the sorted sequence obtained by merging the two sorted sequences \( A \) and \( B \), of lengths \( n \) and \( m \), respectively. Then, Algorithm 2.7 partitions \( A \) and \( B \) into pairs of subsequences \((A_i, B_i)\) such that \( |B_i| = O(\log m) \), \( \sum |A_i| = n \), and \( C = (C_0, C_1, \ldots) \), where \( C_i \) is the sorted sequence obtained by merging \( A_i \) and \( B_i \). Moreover, this algorithm runs in \( O(\log n) \) time using a total of \( O(n + m) \) operations.

Proof: We first establish that each element in the sub-sequences \( A_i \) and \( B_i \) is larger than each element of \( A_{i-1} \) or \( B_{i-1} \), for \( 1 \leq i \leq k(m) = 2 \). The two smallest elements of \( A_i \) and \( B_i \) are, respectively, \( a_{(i+1)} \) and \( b_{i(\log m + 1)} \), whereas the two largest elements of \( A_{i-1} \) and \( B_{i-1} \) are, respectively, \( a_{(i)} \) and \( b_{i(\log m)} \). Since \( \text{rank}(b_{i(\log m)} : A) = j(i) \), we have that \( a_{(j(i))} < b_{i(\log m)} < a_{(j(i)+1)} \). This result implies that \( b_{i(\log m + 1)} > b_{i(\log m)} > a_{(j(i))} \) and \( a_{(j(i)+1)} > b_{i(\log m)} \). Therefore, each of the elements of \( A_i \) and \( B_i \) is larger than each of the elements in \( A_{i-1} \) or \( B_{i-1} \); hence, the correctness of the algorithm follows.

The timing analysis can be done as follows. Step 1 takes \( O(1) \) sequential time. Step 2 takes \( O(\log n) \) time, since the binary search method is applied to all the elements in parallel. The total number of operations required to execute this step is \( O(\log n) \times (m(\log m)) = O(m \times n) \), since \( m(\log n) / (\log m) \leq (m \log (n + m)) / \log m \leq n + m \), for \( n, m \geq 4 \). Step 3 takes \( O(1) \) parallel time using a linear number of operations. Hence, the algorithm runs in \( O(\log n) \) time using a total of \( O(n + m) \) operations.

Therefore, we can make each of the sub-sequences to be of length \( O(\log n) \) without asymptotically increasing the bounds on the resources. Finally, an optimal sequential algorithm for merging can be applied to each pair of sub-sequences to generate the desired sorted sequence. We therefore have the following theorem.

Theorem 2.4: Let \( A \) and \( B \) be two sorted sequences, each of length \( n \). Merging \( A \) and \( B \) can be done in \( O(\log n) \) time, using a total of \( O(n) \) operations.

PRAM Model: The binary search method is applied to the array \( A \) to rank several elements of \( B \) simultaneously in step 2 of Algorithm 2.7. Hence, concurrent-read capability is required by this algorithm; however, no concurrent-write capability is needed. The algorithm thus runs on the CREW PRAM model.

2.4.3 REVIEW
We have presented a partitioning strategy to solve the merging problem efficiently. In Chapter 4, we shall see how to use this strategy with a parallel-search algorithm (as opposed to the binary search algorithm used before) to obtain an optimal merging algorithm that runs in \( O(\log \log n) \) time. This algorithm is one of the fast optimal algorithms that does not require concurrent-write capability.

The partitioning strategy used in this section should be contrasted with the divide-and-conquer strategy. Both strategies have the same goal of decomposing the problem into a set of subproblems that can be solved in parallel. The main work in the divide-and-conquer strategy usually lies in the merging of the solutions of the subproblems, whereas the main work in the partitioning strategy lies in carefully decomposing the problem so that the solutions of the subproblems can be combined easily to generate the solution of the overall problem.

2.5 Pipelining
A 2-3 tree is a rooted tree in which each internal node has two or three children, and every path from the root to a leaf is of the same length. The number of leaves in a 2-3 tree of height \( h \) is between \( 2^h \) and \( 3^h \) (see Exercise 2.27). Hence, if the number of leaves is \( n \), the height of the tree is \( \Theta(\log n) \).
A sorted list $A$ of $n$ items, $A = (a_1, a_2, \ldots, a_n)$, where $a_1 < a_2 < \cdots < a_n$, can be represented by a 2-3 tree $T$, where the leaves hold the data items in a left-to-right order. An internal node $v$ will hold two data items, $L[v]$ and $M[v]$, where $L[v]$ and $M[v]$ are, respectively, the largest items stored in the first (leftmost) and the second subtrees of $v$. In addition, $v$ holds a data item $R[v]$ representing the largest item in the third (rightmost) subtree of $v$, whenever $v$ has a third child. The item $R[v]$ usually is not included in the definition of a 2-3 tree. We shall make use of it in a parallel insertion procedure introduced later in this section.

**EXAMPLE 2.10:**

Let $A$ be the list $A = (1, 2, 3, 4, 5, 6, 7)$. A 2-3 tree representing $A$ is shown in Fig. 2.9. We have used the notation $i:j:k$ next to each internal node $v$ to indicate that $L[v] = i$, $M[v] = j$ and $R[v] = k$, whenever a rightmost subtree exists. Note that the 2-3 tree corresponding to $A$ is not unique.

### 2.5.1 BASIC OPERATIONS ON A 2-3 TREE

A 2-3 tree is a well-known data structure used to represent sets of elements subject to the operations of search, insert, and delete. More precisely, a 2-3 tree represents a dynamically changing set of elements induced by processing a sequence of instructions containing the operations of (1) searching for an element, (2) inserting an element, and (3) deleting an element, where the elements are drawn from a linearly ordered set. Notice that the set of elements represented by a 2-3 tree appear in sorted order, as discussed before, and that the insert and delete operations require that the structure of the 2-3 tree be preserved after the operations are executed. Each of the search, insert, and delete operations can be performed in $O(\log n)$ time, where $n$ is the size of the current set of elements. We next give a brief overview of the procedures related to the search and insert operations.

Let $T$ be a 2-3 tree representing a list of $n$ elements, $a_1 < a_2 < \cdots < a_n$. Given an element $b$, the problem of searching for $b$ can be defined as the problem of finding the leaf $u$ of $T$ such that the data item $a_i$, stored in $u$ satisfies $a_i \leq b < a_{i+1}$.

This problem can be handled with a binary search method as follows. Let $r$ be the root of $T$. The search for $b$ can be restricted to one of the subtrees of $r$, depending on where $b$ fits between the two data items $L[r]$ and $M[r]$. More precisely, if $b \leq L[r]$, the search continues in the leftmost subtree of $r$; otherwise, if $L[r] < b \leq M[r]$, the search continues in the second subtree. We handle the remaining case of $b > M[r]$ by restricting the search to the third subtree. The search procedure terminates when a leaf is reached. This process takes time proportional to the height of $T$.

We can insert an element $b$ into the tree $T$ by first applying the previous search procedure to locate $b$. Let $u$ be the leaf identified by this search procedure. Node $u$ contains an element $a_i$ such that $a_i \leq b < a_{i+1}$. If $b = a_i$, there is nothing to be done, since $b$ is already in the tree. Otherwise, we create a leaf $u'$, which holds the data item $b$. We insert $u'$ to the immediate right of $u$ with the same parent—say $p$—as $u$. If $p$ has three children, we stop here. Thus, let us assume that $p$ has four children. We create a new node $p'$ and allocate the children of $p$ appropriately between $p$ and $p'$ (see Fig. 2.10). We can then insert the node $p'$ into $T$ by using the same procedure. That is, $p'$ is tentatively assigned the same parent as $p$, which is in turn examined for a

---

**FIGURE 2.9**

An example of a 2-3 tree. The notation $L[v] : M[v] : R[v]$ next to node $v$ denotes respectively, the largest elements in the leftmost, the middle, and the rightmost (if it exists) subtrees.

**FIGURE 2.10**

The process of inserting an item $b$ into a 2-3 tree. A node containing $b$ is created and assigned the same parent $p$ as $a_i$, thereby generating the middle tree. Since node $p$ in the middle tree has four children, a new node $p'$ is created, and is assigned the same parent as $p$, as illustrated in the rightmost tree.
possible violation of the restriction on the number of children. Finally, if the root \( r \) has four children, we create a new root with two children, each of which has the appropriate two children of \( r \).

During the insertion procedure, the \( L, M, \) and \( R \) values can be adjusted appropriately without asymptotically increasing the sequential time of the procedure.

**EXAMPLE 2.11:**

Suppose we have to insert the data item 5 into the 2-3 tree \( T \) shown in Fig. 2.11(a). A leaf containing 5 is created with the node \( c \) as the parent (Fig. 2.11b). Since \( c \) has four children, a node \( c' \) is created whose children are the leaves containing 5 and 6 (Fig. 2.11c). But now the root has four children. Creating a new root with two children results in the 2-3 tree shown in Fig. 2.11(d).

### 2.5.2 INSERTING A SEQUENCE OF ITEMS INTO A 2-3 TREE

Suppose that we are given a 2-3 tree \( T \) holding the \( n \) items \( a_1 < a_2 < \cdots < a_n \). We consider the problem of inserting a sequence of \( k \) items \( b_1 < b_2 < \cdots < b_k \) into \( T \), where \( k \) is assumed to be much smaller than \( n \). If \( k \) is larger than \( n \), then it is more efficient to construct the corresponding 2-3 tree from scratch (see Exercise 2.32).

Using the previous insertion procedure, we can insert the \( k \) elements, one at a time, in \( O(k \log n) \) sequential time. In what follows, we describe a parallel algorithm that performs the insertion of the \( k \) elements in \( O(\log n) \) time using a total of \( O(k \log n) \) operations. A key component of this algorithm is the effective pipelining of several subsequences of insertions.

Briefly, the technique of **pipelining** is the process of breaking up a task into a sequence of subtasks—say, \( t_1, \ldots, t_m \)—such that, once \( t_i \) is completed, the sequence corresponding to a new task can begin and proceed at the same rate as the previous task. This process is similar to the operation of an assembly line, where a subtask could be the completion of a specific component of a system, and several systems are assembled on line.

We start with a preprocessing step that simplifies the presentation of the algorithm. We insert \( b_1 \) and \( b_k \) into \( T \) using the sequential insertion algorithm. This step ensures that each of the remaining \( b_i \)'s fits between two consecutive leaves of \( T \). This preprocessing takes \( O(\log n) \) sequential time. Hence, we assume for the remainder of this section that \( T \) has been preprocessed in this fashion.

Concurrently, we locate all the elements \( b_i \) in \( T \) by applying the search procedure on each \( b_i \) separately. Hence, for each \( b_i \) we obtain a leaf containing the item \( a_i \); such that \( a_i \leq b_i < a_{i+1} \). This search takes \( O(\log n) \) parallel steps, using a total of \( O(k \log n) \) operations.

**PRAM Model:** Locating all the \( b_i \)'s in \( T \) requires a concurrent-read capability of the tree \( T \); hence, this procedure runs on the CREW PRAM model. In Exercise 2.28, the reader is asked to show how to achieve the same performance on the EREW PRAM model.

Let us call a **chain** the ordered set of elements among the \( b_i \)'s that have to fit between two consecutive leaves of \( T \). In particular, let \( B_i \) be the chain that has to fit between \( a_i \) and \( a_{i+1} \), and let \( |B_i| = k_i \), where \( 1 \leq i \leq n - 1 \). Clearly, \( \sum k_i = k - 2 \) (since \( b_1 \) and \( b_k \) have been already inserted in \( T \)). We first consider the special case when \( k_i \leq 1 \), for all \( 1 \leq i \leq n - 1 \).

The procedure of inserting the \( k \) elements consists of a bottom-up processing of \( T \) similar to the sequential insertion procedure, except that several nodes at the same level may be processed concurrently.

Initially, we create a leaf \( l_i \) holding \( b_i \), and assign the appropriate parent to it, for each \( 1 \leq i \leq n - 1 \). Some of the internal nodes at height 1 may now have more than three children, but none will have more than six. For each node \( v \) of more than three children, we create another node \( v' \) with the same parent as \( v \), and reassign the children of \( v \) appropriately between \( v \) and \( v' \). This step can be done concurrently for all the internal nodes at height 1 with...
more than three children. This process can be repeated until we reach the root. The root is then handled just as in the sequential case.

Hence, inserting \( k \) elements into \( T \) can be performed in \( O(k \log n) \) time using \( O(k \log n) \) operations in the case when \( k_i \leq 1 \), for \( 1 \leq i \leq n - 1 \). At this point, the reader should verify that the data items stored in the nodes can be updated appropriately as we proceed with the insertion procedure. We call the algorithm just described the simple parallel insertion algorithm.

Consider the general case where the size \( k_i \) of each \( B_i \) is not necessarily less than or equal to 1. We apply the simple parallel insertion algorithm to the middle elements of the nonempty \( B_i \)'s. The middle element of a nonempty chain \( a_i, a_{i+1}, \ldots, a_s \) is the element \( a_s \), where \( s = \lceil (f + 1)/2 \rceil \). Inserting these elements takes \( O(\log n) \) time and, in addition, reduces the size of each chain by a factor of \( \frac{1}{2} \). We repeat this process on the newly formed chains. Note that the new chains can be trivially deduced from the old chains. More precisely, the chain \( a_i, a_{i+1}, \ldots, a_s \) causes the creation of the two new chains \( a_i, \ldots, a_{i-1}, \) and \( a_{i+1}, \ldots, a_s \), whenever \( s - 1 \geq l \) and \( s + 1 \leq f \), respectively. After \( O(\log k) \) iterations, all the \( k \) elements are inserted in \( T \). The overall time is \( O(k \log n) \), since each iteration takes \( O(\log n) \) time. However, we can obtain a faster algorithm by using the technique of pipelining.

Let us call each application of the simple parallel insertion procedure a stage. Hence, the algorithm consists of \( \lfloor \log k \rfloor \) stages such that, during the \( i \)th stage, a set of elements is inserted into the 2-3 tree \( T_{i-1} \) to obtain the 2-3 tree \( T_i \), where initially \( T_0 = T \). Each \( T_{i-1} \) is processed bottom-up, level by level. Hence, stage \( i \) can be viewed as a wave moving up \( T_{i-1} \). Once the nodes at a certain level are processed, the next wave can move up to process the appropriate nodes at this level. Therefore, the different stages can be pipelined one after the other, up the tree. The running time of this method is reduced to \( O(\log n + \log k) = O(\log n) \), using a total of \( O(k \log n) \) operations.

**PRAM Model:** The parallel insertion procedure does not in itself require any simultaneous access to the same memory location. However, the method used to locate the elements \( b_i \) in \( T \) requires the CREW PRAM model. Hence, the overall insertion procedure runs on the CREW PRAM.

### 2.6 Accelerated Cascading

Let \( X = \{x_1, x_2, \ldots, x_n\} \) be a set of elements drawn from a linearly ordered set \( S \). The problem of computing the maximum element of \( X \) is to find an element \( x_i \) such that \( x_i \geq x_j \) for all \( 1 \leq j \leq n \).

This basic problem can be solved by a simple linear-time sequential algorithm. On the PRAM, it offers an interesting case study for introducing the strategy of accelerated cascading.

In the remainder of this section, we assume that the \( x_i \)'s are distinct. Otherwise, we can replace \( x_i \) by the pair \((x_i, i)\), for each \( i \), and extend the relation \( \geq \) as follows: \((x_i, i) \geq (x_j, j)\) if and only if \( x_i \geq x_j \) or \( x_i = x_j \) and \( i > j \).

We can determine the maximum element by using a balanced binary tree constructed on the \( n \) input elements, just as in the case of computing the sum of \( n \) elements (Algorithm 1.7). The running time of the parallel algorithm is \( O(\log n) \), and the total number of operations used is \( O(n) \). This parallel algorithm is optimal, since the work performed matches the sequential complexity of the problem.

We can obtain a faster algorithm by using a scheme based on a doubly logarithmic-depth tree computation (as opposed to the balanced binary tree of logarithmic depth). The main idea is to construct a balanced tree with the \( x_i \)'s as the leaves such that the number of children of a node \( u \) is equal to \( \lceil \sqrt{n_u} \rceil \), where \( n_u \) is the number of leaves in the subtree rooted at \( u \). Each internal node will be used to hold the maximum element in its subtree. The condition on the number of children forces the tree to be of doubly logarithmic depth. The success of this strategy depends on the existence of a constant-time algorithm to perform the operation represented by an internal node—that is, a constant-time algorithm for computing the maximum of an arbitrary number of elements. Our next task is the development of such an algorithm.

#### 2.6.1 A Constant-Time Algorithm for Computing the Maximum

Let \( A \) be an array holding \( p \) elements from our linearly ordered universe \( S \). The purpose of Algorithm 2.8 is to perform comparisons between all pairs of elements from \( A \). The maximum element can be identified as the only element that comes out as a "winner" in all its comparisons.

In the algorithm that follows, the Boolean array \( B \) holds the outcomes of all the comparisons, and the symbol \( \wedge \) represents the Boolean AND operation.
ALGORITHM 2.8
(Basic Maximum)
Input: An array $A$ of $p$ distinct elements.
Output: A Boolean array $M$ such that $M(i) = 1$ if and only if $A(i)$ is the maximum element of $A$.
begin
1. for $1 \leq i, j \leq p$ pardo if ($A(i) \geq A(j)$) then set $B(i,j) = 1$
else set $B(i,j) = 0$
2. for $1 \leq i \leq p$ pardo
   Set $M(i) = B(i, 1) \land B(i, 2) \land \cdots \land B(i, p)$
end
When the algorithm terminates, $M(i) = 1$ if and only if $A(i)$ is the maximum element.

PRAM Model: Step 1 requires simultaneous read operations. Step 2 can be implemented in $O(1)$ time if we allow concurrent writes of the same value (see Exercise 1.5). Hence, Algorithm 2.8 can be implemented on the common CRCW PRAM in $O(1)$ time using $O(p^2)$ operations.

Lemma 2.2: The maximum of $p$ elements can be computed on the common CRCW PRAM in $O(1)$ time using a total of $O(p^2)$ operations.

2.6.2 A DOUBLY LOGARITHMIC-TIME ALGORITHM

Given a rooted tree, the level of a node $u$ is the number of edges on the path between $u$ and the root of the tree. Hence, the level of the root is 0. We are ready to introduce the doubly logarithmic-depth tree.

For clarity, assume that $n = 2^k$, for some integer $k$. Define the doubly logarithmic-depth tree with $n$ leaves as follows. The root of the tree has $2^{k-1}$ (that is, $\forall n$) children, each of its children has $2^{k-2}$ children, and, in general, each node at the $i$th level has $2^{k-}\cdots-1$ children, for $0 \leq i \leq k - 1$. Each node at level $k$ will have two leaves as children.

EXAMPLE 2.12:
The doubly logarithmic-depth tree for the case when $n = 16$ is shown in Fig. 2.12. The root has four children, and each of the other internal nodes has two children. Each internal node corresponds to computing the maximum of that node's children.

FIGURE 2.12
Doubly logarithmic-depth tree on 16 nodes.

A simple inductive argument on $i$ shows that the number of nodes at the $i$th level of the doubly logarithmic-depth tree is $2^{k-i^2}$, for $0 \leq i < k$. The number of nodes at the $k$th level is $2^{k-1} = n/2$. In addition, the depth of this tree is $k + 1 = \log \log n + 1$.

The doubly logarithmic-depth tree can be used for computing the maximum of $n$ elements. Each internal node holds the maximum of the elements stored in its subtree. The algorithm proceeds level by level, bottom up, starting with the nodes at height 1. Using Algorithm 2.8, the maxima required at any given level can be computed in $O(1)$ time.

It follows that the maximum can be computed in $T(n) = O(\log \log n)$ time, so the doubly logarithmic-depth tree algorithm is exponentially faster than the previous $O(\log n)$ time algorithm (Algorithm 1.7).

We still need to estimate the total number of operations required by the new method. The number of operations required by the tasks at the $i$th level is $O((2^{k-i+1})^2)$ per node, for $0 \leq i \leq k$, giving a total of $O((2^{k-1})^2 \cdot 2^{k-2} \cdots 2^0) = O(2^k) = O(n)$ operations per level. Hence, the total number of operations required by the overall computation is $W(n) = O(n \log \log n)$, which makes the algorithm nonoptimal.

2.6.3 MAKING THE FAST ALGORITHM OPTIMAL

In summary, we have introduced two algorithms for computing the maximum. The first, based on the logarithmic-depth binary tree, is optimal and runs in
logarithmic time, whereas the second algorithm is nonoptimal but runs in doubly logarithmic time ("very fast"). In such a case, we can try to use a strategy, called accelerated cascading, to combine the two algorithms into an optimal and a very fast algorithm. We first describe the accelerated-cascading strategy in general terms:

1. Start with the optimal algorithm until the size of the problem is reduced to a certain threshold value.

2. Then, shift to the fast but nonoptimal algorithm.

We now examine the adaptation of this strategy to the problem of computing the maximum of $n$ elements.

In phase 1, we apply the binary tree algorithm, starting from the leaves and moving up to $\log \log n$ levels. Since the number of candidates reduces by a factor of $\frac{1}{2}$ per level as we go up the binary tree, we know that the maximum is among the $n' = O(n/\log \log n)$ elements generated at the end of the binary tree algorithm. The total number of operations used so far is $O(n)$, and the corresponding time is $O(\log \log n)$.

During phase 2, we use the doubly logarithmic-depth tree based on the $n'$ generated elements during phase 1. This second phase requires $O(\log \log n') = O(\log \log n)$ time and uses $W(n) = O(n' \log \log n') = O(n)$ operations. Therefore, the overall algorithm is optimal and runs in time $O(\log \log n)$.

**Theorem 2.5**: Finding the maximum of $n$ elements can be done optimally in $O(\log \log n)$ time on the common CRCW PRAM.

**PRAM Model**: The basic maximum algorithm (Algorithm 2.8) requires a concurrent write of the same value capability to run in constant time. Since our analysis is based on this assumption, our optimal $O(\log \log n)$ time algorithm requires the common CRCW PRAM model. A matching lower bound for the CRCW PRAM (regardless of whether it is common, arbitrary, or priority) is derived in Chapter 4 in the case where $O(n)$ processors are available. Therefore, our $O(\log \log n)$ time algorithm is WT optimal for the CRCW PRAM model.

On the other hand, $\Omega(\log n)$ time is required on the CREW PRAM regardless of the number of processors available (Chapter 10). Hence, the balanced binary tree method yields a WT optimal EREW and CREW PRAM algorithm for computing the maximum.

**Remark 2.4**: An important special case of the accelerated-cascading technique is when the optimal algorithm used in phase 1 is an optimal sequential algorithm. In fact, we can obtain an optimal $O(\log \log n)$ time algorithm for computing the maximum of $n$ elements by using this special case.

We partition the input into $n/\log \log n$ blocks $\{B_i\}$, each block containing approximately $\log \log n$ elements. We then use the optimal sequential algorithm to compute the maximum of each block, for all blocks concurrently. We then proceed with the doubly logarithmic-depth tree to generate the maximum within the claimed bounds.

**2.6.4 REVIEW**

In this section, two general techniques were used to obtain the fast optimal algorithm to compute the maximum. The first consists of organizing the computation in a doubly logarithmic-depth tree. The second is the accelerated cascading of two algorithms, one optimal but relatively slow, the other very fast but nonoptimal. These two techniques seem to be useful for deriving very fast parallel optimal algorithms.

In an important special case, we (1) partition the input into nonoverlapping pieces, (2) solve the subproblems associated with the pieces concurrently by using an optimal sequential algorithm, and (3) combine the solutions of the subproblems by using a fast parallel algorithm.

---

**2.7 Symmetry Breaking**

Let $G = (V, E)$ be a directed cycle; that is, the indegree and the outdegree of each vertex is 1, and, for any two vertices $u, v \in V$, there exists a directed path from $u$ to $v$. A $k$-coloring of $G$ is a mapping $c: V \rightarrow \{0, 1, \ldots, k - 1\}$, such that $c(i) \neq c(j)$ if $(i, j) \in E$. We are interested in the problem of determining a 3-coloring of $G$.

A straightforward algorithm consists of traversing the cycle from an arbitrary vertex, while assigning alternate colors from $\{0, 1\}$ to adjacent vertices. A third color may be needed to terminate the cycle. This simple sequential algorithm is clearly optimal, but it does not seem to lead to a fast parallel algorithm.

The main difficulty in solving our coloring problem fast using parallelism lies in the apparent symmetry in the problem. Assigning a color to many vertices in parallel implies that these vertices have been somehow distinguished from the remaining vertices. But all vertices look alike; hence, some mechanism should be introduced to partition the vertices into classes such that each class can be assigned the same color.
This symmetric situation occurs in many other problems as well. In the remainder of this section, we present an almost constant-time algorithm to break this symmetry. Another technique for breaking symmetry using randomization is presented in Chapter 9.

2.7.1 A BASIC COLORING ALGORITHM

We make the following assumption regarding the input representation of the directed cycle \( G = (V, E) \): The arcs of \( G \) are specified by an array \( S \) of length \( n \) such that \( S(i) = j \) whenever \( (i, j) \in E \), for \( 1 \leq i, j \leq n \). Note that we can obtain the predecessor relation immediately by setting \( P(S(i)) = i \), for \( 1 \leq i \leq n \).

Suppose that an initial coloring \( c \) of the vertices of \( G \) is given (we can always start with \( c(i) = i \) for all \( i \)). Given the binary expansion of an integer \( i \)—say, \( i = i_{n-1} \cdots i_k \cdots i_0 \)—the \( k \)th least significant bit of \( i \) is \( i_k \). We can reduce the number of colors by using the following simple procedure that takes advantage of the binary representation of the colors.

**ALGORITHM 2.9**

(Basic Coloring)

**Input:** A directed cycle whose arcs are specified by an array \( S \) of size \( n \) and a coloring \( c \) of the vertices.

**Output:** Another coloring \( c' \) of the vertices of the cycle.

begin
for \( 1 \leq i \leq n \) pardo
1. Set \( k \) to the least significant bit position in which \( c(i) \) and \( c(S(i)) \) disagree.
2. Set \( c'(i) := 2k + c(i)_k \)
end

**EXAMPLE 2.13:**

Let \( c(i) = i \) be the initial coloring assigned to the vertices of the directed cycle shown in Fig. 2.13. For each vertex, we list the value of \( k \) and its corresponding new color in two separate columns. The number of colors is reduced from 15 to six in this case.

**Lemma 2.3:** The output function \( c' \) generated by Algorithm 2.9 is a valid coloring whenever \( c \) is a valid coloring. The algorithm runs in \( T(n) = O(1) \) time using \( W(n) = O(n) \) operations.

**Proof:** Notice that, in the basic coloring procedure, the index \( k \) must always exist, since \( c \) is a coloring. Suppose that \( c'(i) = c'(j) \) for some \( (i, j) \in E \). Then, \( c'(i) = 2k + c(i)_k \) and \( c'(j) = 2l + c(j)_l \), where \( k \) and \( l \) are determined as stated in the basic coloring algorithm. Since \( c'(i) = c'(j) \), we must have \( k = l \). But then \( c(ik) = c(j)_k \), which contradicts the definition of \( k \). Hence, \( c'(i) \neq c'(j) \) whenever \( (i, j) \in E \).

The bounds on \( T(n) \) and \( W(n) \) are obvious under the assumption that the least significant bit position in which two binary numbers differ can be found in \( O(1) \) sequential time, whenever each of the two binary numbers is of size \( O(\log n) \) bits. We avoid giving a justification of this assumption here, since it involves a discussion of the specific type of primitive operations allowed on each processor.

2.7.2 A SUPERFAST 3-COLORING ALGORITHM

We start by estimating the number of colors generated by Algorithm 2.9 as a function of the number of initial colors.
Let \( t > 3 \) be the number of bits used to represent each of the colors in the initial coloring \( c \). Then, each of the colors used by \( c' \) can be represented with \( r \log n + 1 \) bits. Hence, if the number of colors in \( c' \) is \( q \), where \( q \) satisfies \( 2^{t-1} < q \leq 2^t \), coloring \( c' \) uses at most \( 2^{r \log n + 1} = O(t) = O(\log q) \) colors. Therefore, the number of colors decreases exponentially in general.

The basic coloring procedure can be applied repeatedly. Further reduction of the number of colors occurs as long as the number \( t \) of bits used to represent the colors satisfies \( t > r \log n + 1 \)—that is, \( t > 3 \). Applying the basic coloring procedure to the case where \( t = 3 \) will result in a coloring with at most six colors, since the new color of \( i \) is given by \( c'(i) = 2k + c(i)k \), and hence \( 0 \leq c'(i) \leq 5 \) (as \( 0 \leq k \leq 2 \)). We next estimate the number of iterations needed to reach this stage.

Before presenting the analysis on the number of iterations, we introduce the following notation. Let \( \log^i x \) be defined by \( \log^1 x = \log x \), and \( \log^{i+1} x = \log (\log^{i} x) \). For example, \( \log^2 x = \log \log n \), and \( \log^3 x = \log \log \log n \). Let \( \log^* x = \min \{ i \mid \log^i x \leq 1 \} \). The function \( \log^* x \) is an extremely slowly growing function that is bounded by 5 for all \( x \leq 2^{55556} \).

Starting with the initial coloring \( c(i) = i \) for \( 1 \leq i \leq n \), the first application of Algorithm 2.9 reduces the number of colors to \( O(\log n) \) colors. The second application reduces the number of colors to \( O(\log \log n) = O(\log^2 n) \). Therefore, the number of colors will be reduced to less than or equal to six after \( O(\log^* n) \) iterations.

We can reduce the number of colors to three as follows. The additional recoloring procedure consists of three iterations, each of which handles vertices of a specific color. For each \( 3 \leq t \leq 5 \), we do the following. For each vertex \( i \) with color \( t \), we recolor vertex \( i \) with the smallest possible color from \( \{0, 1, 2\} \) (that is, the smallest color different from the color of its predecessor and its successor). Each iteration takes \( O(1) \) time, using \( O(n) \) operations. After the last iteration, we obtain a 3-coloring within the same asymptotic bounds.

**Example 2.14:**

Let us apply the recoloring procedure to the example in Fig. 2.13. The colors of the vertices obtained after we apply Algorithm 2.9 are 0, 1, 2, 3, 4, 5. Vertex 6 is the only vertex of color 3. Since its neighbors, vertices 5 and 8, are colored 1 and 2, vertex 6 is recolored 0. Next, vertices 3 and 9 are recolored 0 and 1, respectively. Finally, vertices 13 and 14 are recolored 0 and 2, respectively. □

**Theorem 2.6:** We can color the vertices of a directed cycle with three colors in \( O(\log^* n) \) time, using \( O(n \log^* n) \) operations.

**Proof:** The procedure consists of \( O(\log^* n) \) iterations of the basic coloring algorithm (Algorithm 2.9), followed by recoloring the vertices whose colors are between colors 3 and 5.

As we have seen before, the number of colors obtained after \( O(\log^* n) \) iterations of Algorithm 2.9 is less than or equal to six. The recoloring procedure ensures that vertices of colors 4, 5, and 6 are recolored from the set \( \{0, 1, 2\} \). The recoloring procedure works correctly because no adjacent vertices are recolored at the same time.

Obtaining the stated bounds on the resources is straightforward. □

**PRAM Model:** In Algorithm 2.9, simultaneous access to an entry \( c(i) \) can be avoided by creating a copy of \( c \) and accessing the copy for the color of the successor. Therefore this algorithm runs on the EREW PRAM model. □

### 2.7.3 AN OPTIMAL 3-COLORING ALGORITHM

The previous 3-coloring algorithm in Section 2.7.2 breaks the symmetry in a directed cycle extremely fast, but uses a nonlinear number of operations. However, for all practical purposes, this algorithm takes less than six parallel steps, each of which involves simple operations on each of the vertices.

If we insist on optimality, a more involved variation of the procedure can be used. The remark that follows is needed for our optimal algorithm.

**Remark 2.5:** Sorting \( n \) integers, each of which in the range \([0, O(\log n)]\), can be done in \( O(\log n) \) time using a linear number of operations. This sorting can be accomplished by using a combination of the well-known radix-sorting algorithm and the prefix-sums algorithm. The reader is asked to provide the details in Exercise 2.45. □

Our optimal algorithm consists of (1) coloring the vertices with \( O(\log n) \) colors using the basic coloring procedure, (2) sorting the vertices by their colors (hence, all vertices with the same color appear consecutively), and (3) applying a recoloring procedure successively on each set of vertices with the same color. The details are given in the following algorithm.

**Algorithm 2.10**

*(3-Coloring of a Cycle)*

**Input:** A directed cycle of length \( n \) whose arcs are specified by an array \( S \).

**Output:** A 3-coloring of the vertices of the cycle.

begin
1. for \( 1 \leq i \leq n \)
   Set \( C(i) = i \)
2. Apply Algorithm 2.9 once.
3. Sort the vertices by their colors.
4. for \( i = 3 \) to \( 2 \log n \) do
   for all vertices \( v \) of color \( i \) pardo
      Color \( v \) with the smallest color from \( \{0, 1, 2\} \) that is different from the colors of its two neighbors.
end

**Theorem 2.7:** We can color the vertices of a directed cycle with three colors in \( O(\log n) \) time, using a total of \( O(n) \) operations.

**Proof:** Note that, by Lemma 2.3 no two adjacent vertices will have the same color after the execution of step 2. Hence, no two vertices of the same color are adjacent. The recoloring performed at step 4 is therefore valid.

As for the time complexity, steps 1 and 2 take \( O(1) \) time, using \( O(n) \) operations, and step 3 takes \( O(\log n) \) time, using \( O(n) \) operations, in view of Remark 2.5. After sorting the vertices by their colors, we can assume that all the vertices with the same color are in consecutive memory locations, and that we know the locations of the first and the last vertices of each color (see Exercise 2.40). Let \( n_i \) be the number of vertices of color \( i \). Recoloring these vertices takes \( O(1) \) parallel time, using \( O(n_i) \) operations. Therefore step 4 takes \( O(\log n) \) time, using a total of \( O(\sum n_i) = O(n) \) operations.

**PRAM Model:** Algorithm 2.10 does not need any simultaneous memory access. Hence, it runs on the EREW PRAM model.

### 2.7.4 REVIEW

A simple technique was presented in this section to perform a 3-coloring of the vertices of a cycle. This technique seems to break the symmetry present in some problems. Examples of the applications of this technique are given in the exercises at the end of this chapter, as well as in later chapters. Another technique for breaking symmetry uses randomization, a topic studied in Chapter 9.

### 2.8 Summary

In this chapter, we provided a collection of general methods for designing parallel algorithms. These methods are adapted for solving many of the problems encountered as we progress in this book. Our classification is somewhat arbitrary, in the sense that a given algorithm could sometimes be grouped easily under two or more of these methods. For example, the \( O(\log n) \) time parallel algorithm for computing the sum of \( n \) numbers also could have been described as a divide-and-conquer algorithm.

The parallel algorithms developed for the specific combinatorial problems are commonly used as building blocks to solve more complex problems. Table 2.1 gives a summary of the most important algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Section</th>
<th>Time</th>
<th>Work</th>
<th>Method</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 Prefix Sums</td>
<td>2.1.1</td>
<td>( O(\log n) )</td>
<td>( O(n) )</td>
<td>Balanced\ line tree</td>
<td>EREW</td>
</tr>
<tr>
<td>2.2 Nonrecursive Prefix Sums</td>
<td>2.1.2</td>
<td>( O(\log n) )</td>
<td>( O(n) )</td>
<td>Balanced\ line tree</td>
<td>EREW</td>
</tr>
<tr>
<td>2.4 Pointer Jumping</td>
<td>2.2.1</td>
<td>( O(\log h) )</td>
<td>( O(n \log h) )</td>
<td>Pointer Jumping</td>
<td>CREW</td>
</tr>
<tr>
<td>2.5 Parallel Prefix (Rooted Trees)</td>
<td>2.2.2</td>
<td>( O(\log h) )</td>
<td>( O(n \log h) )</td>
<td>Pointer Jumping</td>
<td>CREW</td>
</tr>
<tr>
<td>2.6 Upper Hull</td>
<td>2.3.2</td>
<td>( O(\log^2 n) )</td>
<td>( O(n \log n) )</td>
<td>Divide and conquer</td>
<td>CREW</td>
</tr>
<tr>
<td>2.7 Partition</td>
<td>2.4.2</td>
<td>( O(\log n) )</td>
<td>( O(n + m) )</td>
<td>Partitioning</td>
<td>CREW</td>
</tr>
<tr>
<td>Merging</td>
<td>2.4.2</td>
<td>( O(\log n) )</td>
<td>( O(n) )</td>
<td>Partitioning</td>
<td>CREW</td>
</tr>
<tr>
<td>2.8 Basic Maximum</td>
<td>2.6.1</td>
<td>( O(1) )</td>
<td>( O(n^2) )</td>
<td>All pairs comparisons</td>
<td>CRCW</td>
</tr>
<tr>
<td>Fast, Optimal Maximum</td>
<td>2.8.2 and 2.6.3</td>
<td>( O(\log \log n) )</td>
<td>( O(n) )</td>
<td>Accelerated cascading</td>
<td>Common CRCW</td>
</tr>
<tr>
<td>2.9 Basic Coloring</td>
<td>2.7.1</td>
<td>( O(1) )</td>
<td>( O(n) )</td>
<td>Symmetry breaking</td>
<td>EREW</td>
</tr>
<tr>
<td>Fast Coloring</td>
<td>2.7.2</td>
<td>( O(\log n) )</td>
<td>( O(n \log n) )</td>
<td>Symmetry breaking</td>
<td>EREW</td>
</tr>
<tr>
<td>2.10 3-Coloring of a Cycle</td>
<td>2.7.3</td>
<td>( O(\log n) )</td>
<td>( O(n) )</td>
<td>Symmetry breaking and integer sort</td>
<td>EREW</td>
</tr>
</tbody>
</table>


Exercises

2.1. Develop an optimal nonrecursive prefix-sums algorithm that is similar to Algorithm 2.2 but that does not use the auxiliary variables B and C. The input array A should hold the prefix sums when the algorithm terminates.

2.2. Consider the following divide-and-conquer algorithm for computing the prefix sums \( \{s_i\} \) of a sequence \( x_1, x_2, \ldots, x_n \), where \( n \) is a power of 2. Compute the prefix sums of the two subsequences \( \{x_1, \ldots, x_{n/2}\} \) and \( \{x_{(n/2)+1}, \ldots, x_n\} \) — say, \( z_1, \ldots, z_{n/2} \) and \( z_{(n/2)+1}, \ldots, z_n \), respectively. Then, set \( s_i = z_i \), for \( 1 \leq i \leq n/2 \), and \( s_i = z_i + z_{i+n/2} \), for \( (n/2) + 1 \leq i \leq n \).

Write a nonrecursive version of this algorithm in the \( \text{WT} \) presentation framework. What are the time and the work required by the algorithm? What is the \( \text{PRAM} \) model needed?

2.3. Suppose we are given a set of \( n \) elements stored in an array \( A \) together with an array \( L \) such that \( L(i) \in \{1, 2, \ldots, k\} \) represents the label of element \( A(i) \), where \( k \) is a constant. Develop an optimal \( O(\log n) \) time \( \text{EREW PRAM} \) algorithm that stores all the elements of \( A \) with label 1 into the upper part of \( A \) while preserving their initial ordering, followed by the elements labeled 2 with the same initial ordering, and so on.

2.4. Let \( A = (a_1, a_2, \ldots, a_n) \) be an array of elements, and let \( j_1 = 1 < j_2 < \cdots < j_3 = n \) be a set of indices. Consider the problem of computing the array \( B = (b_1, b_2, \ldots, b_n) \) such that \( b_j = a_{j_i} \), for \( j < j_i \leq j \) and \( 2 \leq i \leq s \). For example, the array \( B \) corresponding to \( A = (4, 7, 9, 6, 15) \) and \( j_1 = 1 < j_2 = 3 < j_3 = 5 \) is given by \( B = (9, 9, 9, 15, 15) \).

Develop an optimal algorithm whose running time is \( O(\log n) \).

2.5. (Segmented Prefix Sums) We are given a sequence \( A = (a_1, a_2, \ldots, a_n) \) of elements from a set \( S \) with an associative operation \( \ast \), and a Boolean array \( B \) of length \( n \) such that \( b_1 = b_n = 1 \). For each \( i_1 < i_2 \) such that \( b_{i_1} = b_{i_2} = 1 \) and \( b_i = 0 \) for all \( i_1 < i < i_2 \), we wish to compute the prefix sums of the subarray \( (a_{i_1+1}, \ldots, a_{i_2}) \) of \( A \). Develop an \( O(\log n) \) time algorithm to compute all the corresponding prefix sums. Your algorithm should use \( O(n) \) operations and should run on the \( \text{EREW PRAM} \).

2.6. Let \( A = (a_1, a_2, \ldots, a_n) \) be an array of elements drawn from a linearly ordered set. The suffix-minima problem is to compute for each \( i \), where \( 1 \leq i \leq n \), the minimum element among \( \{a_i, a_{i+1}, \ldots, a_n\} \). We can, in a similar fashion, define the prefix minima. Develop an \( O(\log n) \) time algorithm to compute the prefix and the suffix minima of \( A \) using a total of \( O(n) \) operations. Your algorithm should run on the \( \text{EREW PRAM} \).

2.7. Given an array \( A = (a_1, \ldots, a_n) \), where the elements come from a linearly ordered set \( S \), and given two elements \( x, y \in S \), show how to store all the elements \( a_i \) from \( A \) that are between \( x \) and \( y \) in consecutive memory locations. Your algorithm should run in \( O(\log n) \) time using \( O(n) \) operations. Specify the \( \text{PRAM} \) model used.

2.8. Let \( x \) be an indeterminate and let \( n \) be a positive integer. Consider the problem of computing the polynomials \( y_i = x^{i} \), for \( 1 \leq i \leq n \). Show how to compute all the \( y_i \)'s in \( O(\log n) \) time using \( O(n) \) operations.

2.9. Given \( n \) independent jobs with processing times \( \{t_1, t_2, \ldots, t_n\} \), determine a schedule of each job on a set of \( m \) machines such that the finish time is minimum. A job can be split to run on different machines. Your algorithm should run in \( O(\log n) \) time using a total of \( O(n) \) operations.

2.10. Consider a cycle \( C = (v_1, v_2, \ldots, v_n) \) with an additional set \( E \) of edges between the vertices of \( C \) such that, for each vertex \( v_i \), there exists at most one edge in \( E \) incident on \( v_i \). Consider the problem of determining whether or not it is possible to draw all the edges in \( E \) inside the cycle \( C \) without any of two of them crossing. Develop an \( O(\log n) \) time algorithm to solve this problem. The total number of operations used must be \( O(n) \). Your algorithm should run on the \( \text{EREW PRAM} \).

2.11. Develop an \( O(\log n \log m) \) time algorithm to compute \( A' \), for all \( 1 \leq i \leq m \), where \( A \in \mathbb{R}^{n \times n} \). What is the amount of work required?

2.12. Let \( F \) be a forest of rooted directed trees specified by an array \( S \) of length \( n \) such that \( S(i) = j \) if and only if \( (i, j) \) is an arc in \( F \). Show that any algorithm to determine the root of the tree containing node \( i \), for \( 1 \leq i \leq n \), will take \( O(\log n) \) time on the \( \text{EREW PRAM} \) even if the maximum height of any tree is very small.

2.13. Let \( A \) be a Boolean array of size \( n \).
   a. Develop an \( O(1) \) time \( \text{CRCW PRAM} \) algorithm to find the smallest index \( k \) such that \( A(k) = 1 \).
   b. How fast can you solve this problem on the \( \text{PRAM} \)? Your algorithm must use \( O(n) \) operations.

2.14. Given an array \( A = (a_1, a_2, \ldots, a_n) \) whose elements are drawn from a linearly ordered set, the left match of \( a_i \), where \( 1 \leq i \leq n \), is the element \( a_{k_i} \), if it exists, such that \( k_i \) is the maximum index satisfying \( 1 \leq k_i < i \) and \( a_{k_i} < a_i \). Similarly, we can define the right match of \( a_i \). The problem of finding the right and left matches of all the elements in \( A \) is called the problem of all nearest smaller values (ANSV).

Show how to solve the ANSV problem in \( O(1) \) time using \( O(n^2) \) operations.

\textit{Hint: Use Exercise 2.13.}
2.15. *Given a set of \( n \) open intervals \( (x_i, y_i) \) with \( x_i < y_i \), where \( 1 \leq i \leq n \), consider the problem of packing these intervals on a minimum number of horizontal lines such that no two intervals overlap on the same horizontal line. Assume that the \( 2n \) points \( (x_i, y_i) \) are sorted in non-decreasing order, with ties broken according to the index \( i \). Develop an \( O(\log n) \) time algorithm to achieve this. What is the total number of operations used? *Hint: Adjust the sequence of the \( 2n \) points and, for each \( y_i \), determine a closest \( x_j > y_i \).

2.16. Show that the problem of finding the ordered list of vertices defining the convex hull of \( n \) points in the plane requires \( \Omega(n \log n) \) operations. *Hint: Consider the set of points \( (x_i, x_i^2) \), where \( 1 \leq i \leq n \).

2.17. Show how to modify Algorithm 2.6 such that it runs on the EREW PRAM model without asymptotically increasing the bounds on \( T(n) \) and \( W(n) \).

2.18. *An optimal \( O(\log n) \) time algorithm to solve the convex-hull problem can be developed with the following divide-and-conquer strategy:

Let \( S \) be the set of points. Partition \( S \) into \( S_1, S_2, \ldots, S_{\sqrt{n}} \), each of size approximately \( \sqrt{n} \), by sorting the points by their \( x \) coordinates. Compute \( CH(S_i) \) recursively, and then combine all the \( CH(S_i) \) into a solution.

a. Let \( T_{\sqrt{n}} \) be the upper common tangent between \( CH(S_i) \) and \( CH(S_j) \). Develop an algorithm that determines which points of \( CH(S_i) \) if any, belong to \( CH(S_j) \). Your algorithm should run in \( O(\log n) \) time using \( O(\sqrt{n}) \) time operations. *Hint: Let \( L \) be the tangent of smallest slope in \( \{T_{i,1}, T_{i,2}, \ldots, T_{i,i-1}\} \), and let \( M_i \) be the tangent of largest slope in \( \{T_{i,i+1}, T_{i,i+2}, \ldots, T_{i,\sqrt{n}}\} \).

b. Develop the recurrence equations for the running time \( T(n) \) and the total number of operations \( W(n) \) required by the overall algorithm. Show that \( T(n) = O(\log n) \) and \( W(n) = O(n \log n) \).

2.19. We have already introduced, in Exercise 2.6, the problem of computing the prefix and the suffix minima of an array \( A \) of \( n \) elements whose elements are drawn from a linearly ordered set.

a. Use Exercise 2.14 to design an \( O(1) \) time algorithm for computing the prefix and the suffix minima of \( A \), using a total of \( O(n) \) operations.

b. *Use a \( \sqrt{n} \) divide-and-conquer strategy to obtain an \( O(\log n) \) time algorithm. The total number of operations used must be \( O(n) \). Specify the PRAM model needed.

2.20. Let \( A \) be an \( n \times n \) lower triangular matrix such that \( n = 2^k \). Assume that \( A \) is nonsingular. Let \( A \) be partitioned into blocks, each of size \( \frac{n}{2} \times \frac{n}{2} \), as follows:

\[
\begin{bmatrix}
A_{11} & 0 \\
A_{21} & A_{22}
\end{bmatrix}
\]

2.21. Let \( A \) and \( B \) be two sorted sequences whose elements are not necessarily distinct. Show how to use Algorithm 2.7 to merge \( A \) and \( B \) without increasing the resources required.

2.22. Develop an algorithm using the partitioning strategy outlined in Section 2.4 to merge two sequences of lengths \( n \) and \( m \), where \( n \neq m \). What is the running time of your algorithm? What is the total number of operations?

2.23. Sketch a solution to the processor allocation problem required to implement Algorithm 2.7 on the CREW PRAM model.

2.24. Let \( A \) be an arbitrary array whose \( n \) elements are drawn from a linearly ordered set \( S \), and let \( x \in S \).

a. Show how to determine \( \text{rank}(x : A) \) in \( O(\log n) \) time using \( O(n) \) operations. Your algorithm should run on the EREW PRAM model.

b. Suppose \( A \) is sorted. How fast can you determine \( \text{rank}(x : A) \) with \( o(\log n) \) operations? Specify the PRAM model used.

2.25. Let \( A \) and \( B \) be two sorted arrays, each of length \( n \). Suppose that we are given the integer array \( \text{rank}(A : B) \). Develop an optimal \( O(\log n) \) time algorithm to compute \( \text{rank}(B : A) \). Your algorithm should run on the EREW PRAM model.

2.26. Let \( B = (b_1, b_2, \ldots, b_k) \) be a sequence of elements stored in the global memory of an \( n \)-processor EREW PRAM.

a. Develop an algorithm to distribute a copy of \( B \) to each of the local memories of the \( n \) processors in \( O(\log n) \) time, assuming that \( k = O(\log n) \).

b. Generalize your algorithm to handle \( t \) such sequences that must be distributed to all the processors.

2.27. Let \( T \) be a 2-3 tree of height \( h \). Show that the number of vertices of \( T \) is between \( 2h+1 - 1 \) and \( (3^h+1)/2 \), and that the number of leaves is between \( 2^h \) and \( 3^h \).

2.28. Let \( T \) be a 2-3 tree with \( n \) leaves. You wish to search for a given set of \( k \) elements in \( T \), where \( k < n \). Show how to accomplish this search in \( O(\log n) \) time on the EREW PRAM model.

2.29. Show how to delete a given sorted sequence of \( k \) elements from a 2-3 tree with \( n \) leaves in \( O(\log n) \) time, using a total of \( O(k \log n) \) operations. Use the CREW PRAM model if you wish.
2.30. Let \( A \) be an arbitrary array of size \( n \), and let \( B \) be a nondecreasing array of size \( n \) whose elements are drawn from \( \{1, 2, \ldots, n\} \).
(a) Develop an \( O(\log n) \) time EREW PRAM algorithm to compute the array \( C \) such that \( c_i = a_{b_i} \), for \( 1 \leq i \leq n \). You must use a linear number of operations.
(b) Suppose that each \( a_i \) of \( A \) is replaced with a linear block of size \( \log n \). Show how to generate the corresponding \( n \times \log n \) array \( C \) in \( O(\log n) \) time optimally on the EREW PRAM.

2.31. Solve the processor allocation problem corresponding to the algorithm given in Section 2.5 to insert a sequence of \( k \) elements in a 2-3 tree with \( n \) leaves.

2.32. Develop an algorithm that, given a sorted array \( A \) of \( n \) elements, constructs a 2-3 tree \( T \) to represent \( A \).
(a) Specify \( T \) so as to make the correspondence between \( A \) and \( T \) one to one.
(b) Show how to build such a tree optimally on the CREW PRAM model. What is the running time of your algorithm?

2.33. Let \( T \) be a 2-3 tree with \( n \) leaves holding the items \( a_1 < a_2 < \ldots < a_n \). Suppose you wish to insert \( k \) elements, \( b_1 < b_2 < \ldots < b_k \). One approach would be to build a new 2-3 tree with the corresponding \( n + k \) leaves without using the given tree \( T \) at all. Develop such an algorithm and state its running time and the total number of operations used. Compare with the insertion algorithm described in Section 2.5.2.

2.34. Let \( T_0, T_1, \ldots, T_k \) be 2-3 trees such that, for any \( 0 \leq i < j \leq k \), if \( a_i \) is a leaf stored in \( T_i \), and \( a_j \) is a leaf stored in \( T_j \), then \( a_i < a_j \). Develop an \( O(\log n + \log k) \) time algorithm to combine \( T_0, T_1, \ldots, T_k \) into a new 2-3 tree. Your algorithm should not use any simultaneous memory access.

2.35. Develop an algorithm similar to Algorithm 2.2 to compute the maximum of \( n \) elements using a doubly logarithmic-depth tree. Assume that \( n = 2^k \), for some positive integer \( k \).

2.36. Show how to compute the maximum of \( n \) elements in \( O(1) \) parallel time using \( n^{1+c} \) processors, where \( c \) is an arbitrary positive constant. Which PRAM model do you need?

2.37. Suppose that we have an algorithm \( A \) to solve a given problem \( P \) of size \( n \) in \( O(\log n) \) time on the PRAM using \( O(n \log n) \) operations. On the other hand, an algorithm \( B \) exists that reduces the size of \( P \) by a constant fraction in \( O(\log n / \log \log n) \) time using \( O(n) \) operations without altering the solution. Derive an \( O(\log n) \) time algorithm to solve \( P \) using \( O(n) \) operations.

2.38. You are given an array of colors \( A = (a_1, a_2, \ldots, a_n) \) drawn from \( k \) colors \( \{c_1, c_2, \ldots, c_k\} \), where \( k \) is a constant. You wish to compute \( k \) indices \( i_1, i_2, \ldots, i_k \), for each element \( a_i \), such that \( i_j \) is the index of the closest element to the left of \( a_i \) whose color is \( c_j \). If no such element exists, then set \( i_j = 0 \). Show how to solve this problem in \( O(\log n) \) time using a total of \( O(n) \) operations on the EREW PRAM.

2.39. You are given a sorted array \( A = (a_1, a_2, \ldots, a_n) \) such that each \( a_i \) is labeled \( l_i \), where \( i \in \{1, 2, \ldots, m\} \), \( m = O(\log n) \).
(a) Develop an \( O(\log n) \) time CREW PRAM algorithm to determine, for each \( 1 \leq i \leq m \), the minimum element of \( A \) with label \( l_i \).
(b) Your algorithm must use \( O(n) \) operations. Do not use any sorting algorithms.
(c) What if \( m = O(\log \log n) \)? Which PRAM model do you need?

2.40. Develop a routine to get pointers to the first vertex and to the last vertex of the same color after step 3 of Algorithm 2.9. Your procedure should run in \( O(\log n) \) time using a total of \( O(n) \) operations on the EREW PRAM model.

2.41. *Let \( T = (V, E) \) be a rooted tree with \( V = \{1, 2, \ldots, n\} \), specified by the pairs \( (i, p(i)) \), \( 1 \leq i \leq n \), where \( p(i) \) is the parent of \( i \). If \( r \) is the root, then \( p(r) = 0 \).
(a) Develop a CREW PRAM algorithm to color \( T \) with three colors in \( O(\log^* n) \) using \( O(n \log^* n) \) operations. Can you derive an optimal algorithm?
(b) A pseudoforest is a directed graph in which each vertex has an out-degree \( \leq 1 \). Generalize your tree-coloring algorithm from part (a) to handle pseudo forests.

2.42. Given a pseudoforest (as defined in Exercise 2.41), you wish to assign to each vertex \( v \) a label \( l(v) \) such that all the vertices in the same weakly connected component (that is, a connected component in the undirected version of the graph) get the same label. Develop an \( O(\log n) \) time algorithm to accomplish this task. What is the total number of operations required by your algorithm?

2.43. Let \( T = (V, E) \) be a rooted tree specified by the pairs \( (i, p(i)) \), \( 1 \leq i \leq n \), where \( p(i) \) is the parent of \( i \). Show that \( T \) can always be colored. Develop an \( O(\log n) \) time CREW PRAM algorithm to find such a coloring.

2.44. *Given a set of \( n \) integers, each colored with one color from \( \{1, 2, \ldots, k\} \), where \( k \leq \log n \), show how to obtain the prefix sums of the elements of a given color \( i \), in the order they appear, for all \( i \). Your algorithm should run in \( O(\log n) \) time using a total of \( O(n) \) operations on the EREW PRAM.

2.45. *Suppose we are given \( n \) integers in the range \([0, \log n - 1]\). Develop an \( O(\log n) \) time EREW PRAM sorting algorithm that uses \( O(n) \) operations. Can you generalize your algorithm to the case when the range is
[0, m], m \geq \log n? What is the corresponding time? Hint: Use radix sort, and start by computing the number of elements equal to i, for each i. Use your answer to Exercise 2.44.

2.46. *Given an undirected graph $G = (V, E)$ such that $|V| = n$ and the maximum degree of any vertex $v$ is bounded by a constant $\delta$, show how to color $G$ with $\delta + 1$ colors in $O(\log^* n)$ time using $O(n \log^* n)$ operations. Hint: Decompose the graph into $O(\delta)$ pseudoforests. Color each pseudoforest with three colors as in Exercise 2.41, and recolor $G$ appropriately.
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Lists and trees are basic data structures that are used frequently in many processing tasks. Extensive literature exists on lists and trees, their properties, and their uses. This chapter addresses several basic problems in processing lists and in computing tree functions.

One of the most elementary list-processing tasks is to rank the nodes from either end of the list, a problem that we call the list-ranking problem. A linear-time sequential algorithm can be easily developed to handle this problem, but the design of a fast and optimal parallel algorithm turns out to be significantly more challenging. In Section 3.1, we present two parallel algorithms to solve the list-ranking problem, each using a linear number of operations. The first is a simple algorithm that runs in $O(n \log n \log n)$ time; the second, whose analysis is considerably more involved, runs in $O(n \log n)$ time. Each algorithm uses an interesting combination of several techniques.

As for trees, we introduce two powerful techniques: the Euler tour (Section 3.2) and tree contraction (Section 3.3). These techniques are then used for the computation of tree functions, for arithmetic expression evaluation, and for solving the lowest common ancestor problem.
3.1 List Ranking

Consider a linked list $L$ of $n$ nodes whose order is specified by an array $S$ such that $S(i)$ contains a pointer to the node following node $i$ on $L$, for $1 \leq i \leq n$. We assume that $S(i) = 0$ when $i$ is the end of the list. The data stored in the nodes play no role in this section. The list-ranking problem is to determine the distance of each node $i$ from the end of the list.

The list-ranking problem is one of the most elementary problems in list processing whose sequential complexity is trivially linear. It also arises in other contexts, such as computing tree functions and solving graph-theoretic problems.

The pointer jumping technique (Algorithm 2.5) can be used to derive a parallel algorithm for the list-ranking problem. The corresponding running time is $O(\log n)$, and the corresponding total number of operations is $O(n \log n)$. This algorithm is nonoptimal in view of the existence of a linear-time sequential algorithm.

The pointer jumping algorithm can be made optimal if we can somehow reduce the size of the list to $O(n/\log n)$ nodes using a linear number of operations. The standard strategy to achieve optimality (recall Remark 2.4) would be (1) to partition the input list into approximately $n/\log n$ blocks $B_i$, each containing $O(\log n)$ nodes; (2) to rank each node within its block (called the preliminary rank) by using an optimal sequential algorithm; and (3) to combine the preliminary ranks using an $O(\log n)$ time parallel algorithm. Unfortunately, each block can have $\Omega(\log n)$ sublists, in which case the size of the input list to the $O(\log n)$ time parallel algorithm would not necessarily have been reduced to $O(n/\log n)$ nodes. Therefore, we need an alternative method. The remainder of this section covers two strategies to shrink the given list efficiently.

3.1.1 A SIMPLE OPTIMAL LIST-RANKING ALGORITHM

Given a linked list $L$ with $n$ nodes, we would like to compute an array $R$ such that $R(i)$ is equal to the distance of node $i$ from the end of $L$. Initially, we set $R(i) = 1$ for all nodes $i$, except for the last node, whose $R$ value is set to 0.

We start by stating the parallel algorithm based on the pointer jumping technique. This algorithm is essentially the same as Algorithm 2.5, which was given for rooted directed trees.

**Algorithm 3.1**
(List Ranking Using Pointer Jumping)

**Input:** A linked list of $n$ nodes such that (1) the successor of each node $i$ is given by $S(i)$, and (2) the $S$ value of the last node on the list is equal to 0.

**Output:** For each $1 \leq i \leq n$, the distance $R(i)$ of node $i$ from the end of the list.

```
begin
  1. for $1 \leq i \leq n$ pardo
     if $(S(i) \neq 0)$ then set $R(i) := 1$
     else set $R(i) := 0$
  2. for $1 \leq i \leq n$ pardo
     Set $Q(i) := S(i)$
     while $(Q(i) \neq 0 \text{ and } Q(Q(i)) \neq 0)$ do
       Set $R(i) := R(i) + R(Q(i))$
     Set $Q(i) := Q(Q(i))$
end
```

Since this algorithm was examined before, we leave the proof of the following lemma to Exercise 3.1.

**Lemma 3.1:** Given a linked list of $n$ nodes, Algorithm 3.1 generates the rank $R(i)$ of each node $i$ in $O(\log n)$ time using $O(n \log n)$ operations. Moreover, the algorithm can be implemented to run on the EREW PRAM.

The overall strategy for solving the list-ranking problem optimally is outlined next.

**List-Ranking Strategy**

1. Shrink the linked list $L$ until only $O(n/\log n)$ nodes remain.
2. Apply the pointer jumping technique (Algorithm 3.1) on the short list of the remaining nodes.
3. Restore the original list and rank all the nodes removed in step 1.

We have just examined how to implement step 2 of this strategy. Since the number of elements is $O(n/\log n)$, Algorithm 3.1 takes $O(\log n)$ time using $O(n)$ operations. Step 3 consists of reversing the process of step 1, and its details depend on the implementation of step 1. A possible scheme is outlined later. The main difficulty lies in performing step 1 in $O(\log n)$ time using a linear number of operations.

**Independent Sets.** The method for shrinking the list $L$ consists of removing a selected set of nodes from $L$ and updating the intermediate $R$ values of the remaining nodes. The key to a fast parallel implementation lies in using an independent set of nodes to be removed. A set $I$ of nodes is independent if, whenever $i \in I$, $S(i) \notin I$. We can remove each node $i \in I$ by adjusting the successor pointer of the predecessor of $i$. Since $I$ is independent, this process can be applied concurrently to all the nodes in $I$. 
The information concerning the removed nodes should be stored somewhere so that later the original list can be restored and the nodes in \( I \) can be ranked properly. In the following procedure, we use the array \( U \) to store such information. A separate array is needed because our list contraction procedure (Algorithm 3.3) will compact the remaining elements into consecutive memory locations. Without loss of generality, we assume that the predecessor array \( P \) is available. Otherwise, it can be set up in \( O(1) \) time using \( O(n) \) operations.

**ALGORITHM 3.2**

(Removing Nodes of an Independent Set)

**Input:** (1) Arrays \( S \) and \( P \) of length \( n \) representing, respectively, the successor and the predecessor relations of a linked list; (2) an independent set \( I \) of nodes such that \( P(i), S(i) \neq 0 \) for each node \( i \).

**Output:** The list obtained after removal of all the nodes in \( I \) with the updated \( R \) values.

**Begin**

1. Assign consecutive serial numbers \( N(i) \) to the elements of \( I \), where \( 1 \leq N(i) \leq |I| = n' \).
2. for all \( i \) in \( I \) pardo
   - Set \( U(N(i)) : = (i, S(i), R(i)) \)
   - Set \( R(P(i)) : = R(P(i)) + R(i) \)
   - Set \( S(P(i)) : = S(i) \)
   - Set \( P(S(i)) : = P(i) \)

**End**

**Lemma 3.2:** Given a linked list \( L \) of size \( n \) and an independent set \( I \), Algorithm 3.2 correctly removes the nodes of \( I \) and updates the \( R \) values in \( O(\log n) \) time using \( O(n) \) operations.

**Proof:** The correctness proof follows from the fact that no two nodes of \( I \) are adjacent. As for the running time, step 1 takes \( O(\log n) \) time using \( O(n) \) operations by a prefix-sums computation on the nodes of \( L \) such that a weight of \( 1 \) is assigned to each node in \( I \), and a weight of \( 0 \) is assigned to each of the remaining nodes. Step 2 can be executed in \( O(1) \) time, using \( O(n) \) operations.

Once the ranks of the nodes in the contracted list are determined, it is easy to obtain the ranks of the deleted nodes and to restore the original list using the information stored in the \( U \) array.

**Example 3.1:**

Figure 3.1 illustrates the process of contracting a list for a given independent set. The initial list and the initial \( R \) values (in brackets) are shown in Fig. 3.1(a).

An independent set of nodes consists of \( \{1, 5, 6\} \). Step 1 assigns to the nodes \( \{1, 5, 6\} \) the serial numbers \( N(1) = 1, N(5) = 2, \) and \( N(6) = 3 \). Executing the loop of step 2 for node 6, we obtain \( U(N(6)) = U(3) = (6, 8, 2), R(2) = 4, S(2) = 8, \) and \( P(8) = 2 \). We proceed similarly for the nodes 5 and 1. The new links and the new \( R \) values of the contracted list are shown in Fig. 3.1(b). Suppose we now have the ranks of all the nodes on the short list considered with the updated \( R \) values. Since \( U(3) = (6, 8, 2) \), we conclude that node 8 is the initial successor of node 6, and thus \( R(6) = R(8) + 2 = 3 \). Moreover, we can reinsert this node by setting \( P(6) = P(8) = 2, S(P(6)) = S(2) = 6, P(8) = 6 \).

**Remark 3.1:** Suppose we want to view Algorithm 3.2 as being executed by a set of \( p \) processors, where \( p \leq |I| \). Then, the \( n' \) elements of \( I \) will be divided almost evenly into \( p \) blocks, each of which will be handled separately by a processor. Each processor can push on a private stack the information concerning the nodes it removes. Restoring the list will be accomplished by popping each such stack.

**Remark 3.2:** If, after removal of the nodes of the independent set \( I \), the remaining nodes do not have to be relocated, then step 1 of Algorithm 3.2 is unnecessary; hence, the resulting algorithm runs in \( O(1) \) time, using \( O(n) \) operations.

**Determination of an Independent Set.** We can handle the problem of finding an independent set by coloring the nodes of the list \( L \). Recall that a
k-coloring of \( L \) is a mapping from the set of nodes in \( L \) into \( \{0, 1, \ldots, k - 1\} \) such that no adjacent vertices are assigned the same color (Section 2.7). A \( k \)-coloring of \( L \) can be used to determine an independent set of \( L \) as follows. A node \( u \) is a local minimum (maximum) with respect to this coloring if the color of \( u \) is smaller (larger) than the colors of its predecessor and its successor.

**Lemma 3.3:** Given a \( k \)-coloring of the nodes of a list \( L \) of size \( n \), the set \( I \) of local minima (or maxima) is an independent set of size \( \Omega(n/k) \). The set \( I \) can be identified in \( O(1) \) time, using a linear number of operations.

**Proof:** Let \( u \) and \( v \) be two local minima such that no other local minimum exists between \( u \) and \( v \). Clearly, nodes \( u \) and \( v \) cannot be adjacent. In addition, the colors of the nodes between \( u \) and \( v \) form an increasing sequence followed by a decreasing sequence. Hence the maximum number of nodes between \( u \) and \( v \) is equal to \( 2k - 3 \). It follows that the set of local minima forms an independent set of size \( \Omega(n/k) \). Similar arguments hold for the set of local maxima.

As for the complexity bounds, we can determine whether a node is a local minimum by comparing its color with the colors of its predecessor and its successor. Therefore, the set \( I \) can be identified in \( O(1) \) time, using a linear number of operations.

We can obtain a large independent set using the optimal algorithm to 3-color the vertices of a cycle given in Section 2.7 (Algorithm 2.10). Using Lemma 3.3, we see that the corresponding independent set is of size greater than or equal to \( cn \), for some constant \( 0 < c < 1 \) (more precisely, we can choose \( c = 5/6 \)). Contracting this independent set reduces the size of the list by a constant factor; hence, this process can be repeated \( \alpha \cdot \log \log n \) times to produce a list of size less than or equal to \( n/\log n \), for some \( \alpha > 0 \).

**Simple List-Ranking Algorithm.** We are ready to give a description of simple optimal list-ranking algorithm.

**Algorithm 3.3**

(Simple Optimal List Ranking)

Input: A linked list with \( n \) nodes such that the successor of each node \( i \) is given by \( S(i) \).

Output: For each node \( i \), the distance of \( i \) from the end of the list.

begin
1. Set \( n_0 = n, k = 0 \)
2. while \( n_k > n/\log n \) do
   2.1. Set \( k = k + 1 \).
2.2. Color the list with three colors, and identify the set \( I \) of local minima.
2.3. Remove the nodes in \( I \), and store the appropriate information regarding the removed nodes (Algorithm 3.2).
2.4. Let \( n_k \) be the size of the remaining list. Compact the list into consecutive memory locations.
3. Apply the pointer jumping technique (Algorithm 3.1) to the resulting list.
4. Restore the original list and rank all the removed nodes by reversing the process performed in step 2.
end

**Example 3.2:**

Consider the list of eight nodes shown in Fig. 3.2(a), where the weight of each node is shown in brackets under the node. During the first iteration of the while loop, we identify the independent set \( I = \{3, 4, 2, 5\} \) derived from the 3-coloring shown in parentheses. Removing the nodes in \( I \) from the original list results in the new list shown in Fig. 3.2(b) with the adjusted weights. Note that the information concerning the removed nodes can be stored in triplets as described before, with an additional time stamp indicating the iteration number. For example, the information related to node 4 can be stored as \( U(1, 4, 4) = (4, S(4), R(4)) = (4, 1, 1) \), where the first parameter (in this case, 1) of \( U \) indicates the iteration number and the second (in this case, \( N(4) \)) indicates the serial number assigned to the node being removed.

During the second iteration, we obtain the list shown in Fig. 3.2(c). Since \( n_2 = 2 \), we go to step 3 and obtain \( R(6) = R(6) + R(7) = 7 \) and \( R(7) = 3 \).

The restoration of the original list proceeds in two iterations. After the first iteration (corresponding to the second iteration of the while loop), we obtain the list shown in Fig. 3.2(d). It is clear that the second iteration will fully restore the original list with the correct ranks assigned to all the nodes.

**Theorem 3.1:** Algorithm 3.3 ranks a linked list \( L \) with \( n \) nodes in \( O(\log n \log \log n) \) time, using a linear number of operations.

**Proof:** The correctness proof depends on the validity of the contraction process performed at step 2. Each iteration of the corresponding while loop consists of (1) determining a 3-coloring of the current list, (2) identifying the set \( I \) of local minima, (3) removing the nodes of \( I \), and (4) compacting the remaining list. We have already developed algorithms to handle each of substeps 2.1 through 2.4; hence, we can assume that each of these substeps is carried out correctly. The whole iteration works correctly because \( I \) is an independent set.
and performing a prefix-sums computation; hence, it takes $O(\log n)$ time, using a linear number of operations. Therefore, the $(k + 1)$st iteration of the while loop can be performed in $O(\log n)$ time, using $O(n)$ operations.

We conclude that the total running time of step 2 is $O(n \log \log n)$. The total number of operations performed by step 2 is $O\left(\sum n_k\right) = O\left(\sum \left(\frac{1}{2}\right)^k n\right) = O(n)$.

We have already seen that step 3 can be executed in $O(\log n)$ time, using $O(n)$ operations. Step 4 is straightforward once we have stored the appropriate information concerning the removed nodes in step 1. Therefore, the resulting algorithm is optimal and runs in $O(n \log \log n)$ time.

**PRAM Model:** The main procedures used in Algorithm 3.3 (coloring, prefix sums, Algorithm 3.1) do not require simultaneous memory access. It is easy to check that the remaining operations can also be performed without concurrent memory access. Therefore, Algorithm 3.3 runs on the EREW PRAM model.

**Remark 3.3:** The list-ranking algorithm (Algorithm 3.3) can be applied to a given list or to that list's reverse (defined by the predecessor array); hence, the elements can be ranked efficiently from either end of the list. As mentioned in Section 2.2, the parallel prefix problem is similar to the prefix-sums problem, except that the elements appear in the nodes of a linked list. That is, each node of the linked list contains a data element and a pointer to its successor, and we want to compute all partial sums $s_k$, where $1 \leq k \leq n$ and $s_k$ is the sum of elements held in the nodes of ranks between 1 and $k$ (the rank here refers to the distance from the beginning of the list).

The parallel prefix problem can be solved by the list-ranking algorithm if we initialize $R(i) = a_i$ and use the predecessor relation. Another method would be to rank the elements of the list by using the list-ranking algorithm, to store the elements in consecutive memory locations in their ranked order, and then to apply the prefix-sums algorithm. In either case, the parallel prefix can be performed within the same complexity bounds as those of the list-ranking problem.

It turns out that a new technique is required to perform the initial list contraction optimally in $O(\log n)$ time. We devote the next section to this technique. The reader may wish to skip Section 3.1.2, but should note that an optimal $O(\log n)$ time list ranking algorithm will be assumed for the remainder of the chapter, including the exercises.

### 3.1.2 An Optimal $O(\log n)$ Time List-Ranking Algorithm

The weakness of simple optimal list-ranking algorithm (Algorithm 3.3) lies in performing the costly operations of identifying a large independent set and of

---

**Figure 3.2**

A linked list and its processing by Algorithm 3.3. (a) The initial list: the initial $R$ values are given in brackets, and a 3-coloring is shown in parentheses. (b) The lists obtained during the contraction process. (d) Restoration of the nodes removed from the list in (d).
compacting the list during each iteration of the list-contraction process (step 2). We develop an alternative method to shrink the list of \( n \) nodes to \( O(n \log n) \) nodes without having to perform either operation. The key ideas behind this method are given next. For clarity, we assume that \( \log n \) is an integer that divides \( n \).

**Overall Strategy.** We divide the array \( S \) into \( n/\log n \) subarrays \( \{B_i\}_i \), called blocks, each containing \( \log n \) items. Each block \( B_i \) will be processed sequentially but concurrently with all the other blocks. An index \( p(i) \) will be used to point to a node in \( B_i \). We denote this node by \( N(p(i)) \). Initially, \( p(i) = (i - 1) \log n + 1 \), for \( 1 \leq i \leq n/\log n \); that is, \( p(i) \) points to the first node in each block \( B_i \). As we proceed with our algorithm, however, the blocks will be processed at different speeds; hence, we need the pointers \( p(i) \).

We consider the initial nodes \( N(p(i)) \) and label each \( N(p(i)) \) as active, for \( 1 \leq i \leq n/\log n \); we label each of the remaining nodes as inactive. If the active nodes form an independent set (that is, neither the successor node nor the predecessor node of each \( N(p(i)) \) is active), then these nodes can be removed from the list immediately (recall Algorithm 3.2 and Remark 3.2). We can then advance each pointer \( p(i) \) to the next consecutive location of block \( B_i \), that is, we set \( p(i) = p(i) + 1 \). In general, however, only a subset of the active nodes, called the isolated nodes, will form an independent set, whereas the rest of the active nodes will form sublists of the original list.

**EXAMPLE 3.3:**

A 16-node list and some of the pointers are shown in Fig. 3.3. In this case, we have four blocks \( B_1, B_2, B_3, \) and \( B_4 \). Initially, the active nodes are 1, 5, 9, and 13; these are indicated by the four pointers, \( N(p(1)) = 1, N(p(2)) = 5 \), and so on. The link information of the active nodes is indicated by the arcs. For example, \( S(1) = 6, S(5) = 13, S(9) = 5, S(13) = 16 \). Hence, node 1 is the only isolated node, since its predecessor node and its successor node are not active; the remaining active nodes form the sublist \( 9 \rightarrow 5 \rightarrow 13 \).

The contraction procedure consists of \( O(\log n) \) stages, in which each stage can be implemented in \( O(1) \) time, using \( O(n/\log n) \) operations. Initially, there is a pointer \( p(1) \) to the first node in \( B_1 \), such that \( N(p(1)) \) is labeled active. All other nodes are labeled inactive. We now describe the first stage of our procedure. All the remaining stages are identical; a description of one will be given later.

**First Stage.** Each isolated active node \( N(p(i)) \) is removed from the list. Each remaining active node is then part of a certain sublist. Note that such a sublist may be of size \( \Omega(n/\log n) \). We proceed to show how to break each sublist into short chains in \( O(1) \) time using a linear number of operations (in the size of the remaining active nodes).

We apply the basic coloring procedure (Algorithm 2.9) given in Section 2.7 twice to each remaining active node, starting with the initial coloring \( c(i) = i \). Recall that this coloring procedure consists of determining the least significant bit position \( k \) in which \( c(i) \) and \( c(S(i)) \) disagree, and setting the new color of \( i \) to be \( c'(i) = 2k + c(i)_k \). Therefore, the remaining active nodes are colored properly with \( O(\log \log n) \) colors. Each node whose color is a local minimum is labeled as a ruler, and each of the remaining active nodes is labeled as a subject. Figure 3.4 illustrates what happens to each active node during the first stage.

Thus, each of the nodes of a sublist is labeled either a ruler or a subject. The rulers of a sublist partition it into chains; each chain consists of a ruler \( r \) followed by the subjects between \( r \) and the next ruler (or the end of the sublist, if the next ruler does not exist). Without loss of generality, we assume that the leftmost node on a sublist (that is, an active node whose predecessor is not active) is a ruler, because otherwise we make it into a ruler. The size of each such chain is \( O(\log \log n) \).

We end the first stage by advancing the pointer of each subject and each removed node, and labeling the corresponding new nodes as active.

**General Stage.** The input to a general stage consists of at most \( n/\log n \) pointers \( p(i) \), each \( p(i) \) pointing to an element in block \( B_i \). Each node \( N(p(i)) \)
is labeled either active or a ruler. If \( N(p(i)) \) is a ruler, then the next subject (given by the original successor relation) is removed and is labeled removed. The node \( N(p(i)) \) becomes an active node if the removed node was its last subject. We now proceed just as in the first stage by removing active nodes that are isolated and breaking each sublist of the remaining active nodes into chains of length \( O(\log \log n) \). Figure 3.5 illustrates what happens to a ruler or an active node during a general stage.

Finally, the pointers of the removed and the subject nodes are advanced, and the corresponding new nodes are labeled active.

**List-Contraction Algorithm.** The algorithm describing a general stage performed by processor \( P_i \) is given next, where \( 1 \leq i \leq n \log n \). We do not give our algorithm in the WT presentation level because it is just as easy to describe it in terms of the sequence of operations to be performed by each processor. Processor \( P_i \) is responsible for processing block \( B_i \).
Algorithm 3.4

(Contracting a List)

Input: A linked list with $n$ nodes given by the successor array $S$, which is partitioned into $n/\log n$ blocks $\{B_i\}$ such that (1) a pointer $p(i)$ to a node $N(p(i))$ in block $B_i$ is given; (2) each node $N(p(i))$ is labeled either active or a ruler; and (3) each of the remaining nodes is labeled either inactive or a subject.

Output: A contracted list such that (1) a subject from each chain and all isolated active nodes are removed; (2) each nonempty block $B_i$ has a pointer $p(i)$ such that $N(p(i))$ is labeled either active or a ruler. A general stage. (Algorithm for Processor $P_i$)

begin
1. If $N(p(i))$ is a ruler, remove the next subject. Label $N(p(i))$ active if this was the last subject in its chain.
2. If $N(p(i))$ is active and isolated, remove $N(p(i))$ and label $N(p(i))$ as removed.
3. If $N(p(i))$ is active, then color $N(p(i))$ by applying the basic coloring procedure (Algorithm 2.9) twice. Label $N(p(i))$ as a ruler if its color is a local minimum. Otherwise, label $N(p(i))$ as a subject.
4. If $N(p(i))$ is labeled removed or a subject, then set $p(i) = p(i) + 1$. If $p(i)$ crosses the border of $B_i$, then exit. Otherwise, label $N(p(i))$ as active.
end

Lemma 3.4: Algorithm 3.4 shrinks the input list by removing the isolated active nodes and a subject from each chain, and creates new active nodes and possibly new chains of length $O(\log \log n)$ such that each nonempty block $B_i$ has a pointer $p(i)$ with $N(p(i))$ labeled either active or a ruler. The algorithm can be implemented in $O(1)$ time, using $O(n/\log n)$ operations. $\square$

Complexity Bounds of the List-Contraction Algorithm. It remains to be shown that, after $O(\log n)$ iterations, the number of remaining nodes is $O(n/\log n)$. To demonstrate this fact, we need to discuss an additional technical detail related to the process used in selecting the rulers and the subjects at each stage. This detail is needed to carry out the analysis on the number of iterations.

Suppose we have a chain of length $O(\log \log n)$ formed by the nodes $N(p(i_1)), N(p(i_2)), \ldots, N(p(i_k))$. Let $\alpha(i_j)$ be the index of $N(p(i_j))$ within its block (starting from 0 for the first element up to $\log n - 1$ for the last element of the block). We would like the ruler of a chain to be the node with the largest index, say $\alpha(i_j) = \max_{1 \leq j \leq k}\{\alpha(i_j)\}$. This has to be accomplished in $O(1)$ time using a linear number of operations. We can take each local maximum with respect to the indices $\alpha(i_j)'s$ to be a ruler. The subjects associated with such a ruler are located between two local minima that trap the ruler (one of the local minima may not exist). Figure 3.6 illustrates the possible structure of a chain with respect to the indices $\alpha(i_j)'s$.

Since we can traverse the list backward (by using the predecessor array $P$) instead of forward to remove the subjects, each stage can still be executed in $O(1)$ time, using a linear number of operations. In the analysis given next, we assume that the index of the ruler of each chain is the maximum among the indices of its subjects, and that each chain is of length less than or equal to $\log \log n$.

We are now ready to show that after $O(\log n)$ stages, the number of the remaining nodes is $O(n/\log n)$.

Lemma 3.5: After $O(\log n)$ stages of Algorithm 3.4, the number of remaining nodes is $O(n/\log n)$.

Proof: Since the nodes of the different blocks are processed at different rates, the analysis depends on an accounting scheme that assigns a weight to each node depending on that node's location within its block. Let $q = 1/\log n$. Initially, each block has $\log n$ nodes. The $i$th node from the top of its block is assigned a weight of $(1 - q)^i$, for $0 \leq i < \log n$. Therefore, as we move down a block, the weight of a node decreases and thus its contribution becomes less important. The total weight of each block is $\sum_{0 \leq i < \log n} (1 - q)^i < 1/q$, and the total weight of all the items is less than $n/q \log n$.

We will show that, after $O(\log n)$ stages, the weight of the elements remaining in the list is at most $(n/\log n) (1 - q)^{\log n}$, which implies that $O(n/\log n)$ elements remain, since the smallest weight is $(1 - q)^{\log n - 1}$.
Claim: After each stage, the total weight of the elements that have not been removed is reduced by at least a factor $1 - (q/4)$.

Proof of Claim: We distribute the total weight of the elements remaining in the list among the blocks as follows. With each block $B_i$, we associate not only the elements remaining in $B_i$, but also the subjects of $N(p(i))$, if $N(p(i))$ happens to be a ruler. The weight of a block is the sum of the weights of all the elements associated with that block. Figure 3.7(a) illustrates the elements associated with $B_i$ when $N(p(i))$ is an active node; Figure 3.7(b) covers the case where $N(p(i))$ is a ruler. Notice that, during any stage, each remaining node is associated with exactly one block.

Three separate cases can occur:

1. An active node is removed as an isolated node (step 2 of Algorithm 3.4). Suppose this node is the ith node. The weight of its block has been reduced from $\sum_{i : \Sigma < \log n}(1 - q)^i$ to $\sum_{i : \Sigma < \log n}(1 - q)^i$, which is less than $(1 - q)^i \sum_{\Sigma < \log n}(1 - q)^i$.

2. An active node is labeled as a subject (step 3 of Algorithm 3.4). Consider the chain containing this node and all the associated blocks. The weight of a node will be reduced by a factor of $1/2$ when the node becomes a subject, and the remaining $1/2$ will be accounted for when the subject is removed. Suppose the weight of the ruler is $(1 - q)^i$, and the weights of the subjects in the chain are $(1 - q)^j$, where $2 \leq j \leq k$ for some $k$. As we have seen, we can assume $i_1$ to be the largest index among the $i_j$'s. The total weight of all the blocks associated with this chain is $Q = \sum_{i : \Sigma < \log n}(1 - q)^i$. The selection of the subjects reduces the weight to $Q - \frac{1}{2} \sum_{i : \Sigma < \log n}(1 - q)^i$. Notice that $\sum_{i : \Sigma < \log n}(1 - q)^i < \frac{1}{2} (1 - q)^i$ (the left-hand side is a geometric series). Hence, $Q < \frac{1}{2} \sum_{i : \Sigma < \log n}(1 - q)^i < \frac{1}{2} \frac{1}{q} (1 - q)^i$, since $i_1$ is the largest index. This latter inequality implies that $qQ = (1/2) \sum_{i : \Sigma < \log n}(1 - q)^i$, and therefore $Q < \frac{1}{2} \sum_{i : \Sigma < \log n}(1 - q)^i < (1 - \frac{1}{2})Q$.

3. The current node is a ruler and removes a subject (step 1 of Algorithm 3.4). Let the ruler be of weight $(1 - q)^i$, and the subjects be of weights $(1 - q)^j, \ldots, (1 - q)^k$. Without loss of generality, assume the element of heaviest weight—say, of weight $(1 - q)^i$—is removed. If the element removed is not the heaviest, we can rearrange the weights so as to assign the heaviest weight to the removed node. The total weight of the block and the subjects of the ruler is given by $Q = \sum_{i : \Sigma < \log n}(1 - q)^i + \frac{1}{2} \sum_{i : \Sigma < \log n}(1 - q)^i$. After we have removed the subject, the weight reduces to $Q - \frac{1}{2} (1 - q)^i$. As before, $\sum_{i : \Sigma < \log n}(1 - q)^i < (1/2q)(1 - q)^i$; hence, $\sum_{i : \Sigma < \log n}(1 - q)^i < (1/2q)(1 - q)^i$. Moreover, $(1/2) \sum_{i : \Sigma < \log n}(1 - q)^i \leq \frac{1}{2} (1 - q)^i$ since $(1 - q)^i$ is the heaviest element among the subjects. Since the length $k$ of each chain is less than or equal to $\log n = 1/q$, we obtain $\frac{1}{2} \sum_{i : \Sigma < \log n}(1 - q)^i \leq (1/2q)(1 - q)^i$. It follows that $Q \leq (3/2q)(1 - q)^i$, which in turn implies that $Q - \frac{1}{2} (1 - q)^i \leq (1 - \frac{1}{2})Q$.

Since, at each stage, the total weight is reduced by a factor of at least $(1 - (q/4))$, we see that after $5 \log n$ stages, the total weight is reduced to $(n/q \log n)(1 - (q/4))^5 \log n$. It can be shown that $(n/q \log n)(1 - (q/4))^5 \log n < (n/q \log n)(1 - (q/4))^5 \log n$, for large enough $n$ (see Exercise 3.6). Thus, the proof follows, since the smallest weight is $(1 - q)^{\log n} - 1$. □

Theorem 3.2: The list-ranking problem on a list with $n$ nodes can be solved in $O(\log n)$ time, using a linear number of operations.

Proof: Each stage of the contraction algorithm (Algorithm 3.4) requires $O(1)$ time using $O(n/\log n)$ operations. After $O(\log n)$ iterations, the number of nodes remaining in the list is $O(n/\log n)$. Thus, the whole contraction process takes $O(\log n)$ time, using $O(n)$ operations. We can now apply the pointer...
jumping technique to rank all the remaining elements in $O(\log n)$ time, using $O(n)$ operations. As we have seen before, the reverse process can be completed within these bounds.

PRAM Model: Algorithm 3.4 does not require any concurrent memory access. Hence, the optimal $O(\log n)$ time list-ranking algorithm runs on the EREW PRAM model.

Next, we introduce the Euler-tour technique that uses the optimal $O(\log n)$ time list-ranking algorithm.

### 3.2 The Euler-Tour Technique

Let $T = (V, E)$ be a given tree and let $T' = (V, E')$ be the directed graph obtained from $T$ when each edge $(u, v) \in E$ is replaced by two arcs $(u, v)$ and $(v, u)$. Since the indegree of each vertex of $T'$ is equal to its outdegree, $T'$ is an Eulerian graph; that is, it has a directed circuit that traverses each arc exactly once. It turns out that an Euler circuit of $T'$ can be used for the optimal parallel computation of many functions on $T$. We start by examining how we obtain such a circuit; we then use it to develop optimal parallel algorithms for computing several tree functions.

#### 3.2.1 Euler Circuits

An Euler circuit of $T' = (V, E')$ can be defined by specifying the successor function $s$ mapping each arc $e \in E'$ into the arc $s(e) \in E'$ that follows $e$ on the circuit. There is a simple way to introduce a suitable successor function. For each vertex $v \in V$ of the tree $T = (V, E)$, we fix a certain ordering on the set of vertices adjacent to $v$—say, $\text{adj}(v) = \{u_0, u_1, \ldots, u_{d-1}\}$, where $d$ is the degree of $v$. We define the successor of each arc $e = (u_i, v)$ as follows: $s(u_i, v) = (v, u_{(i+1) \mod d})$, for $0 \leq i \leq d - 1$.

**EXAMPLE 3.4**

A tree $T = (V, E)$ and an ordering of the vertices adjacent to each vertex $v$ are shown in Fig. 3.8(a) and (b). The successor function gives rise to the table shown in Fig. 3.8(c). Consider, for instance, the vertex 5 whose adjacent vertices are given by $\text{adj}(5) = \{8, 4, 9\}$. Such a list implies that $s((8, 5)) = (5, 4)$, $s((4, 5)) = (5, 9)$, and $s((9, 5)) = (5, 8)$ as indicated in the successor table. The reader should verify that the successor table does indeed specify an Euler circuit of the directed graph $T' = (V, E')$. Starting with the arc $(9, 1)$, the circuit defined by the successor function is shown in Fig. 3.8(d).
Lemma 3.6: Given a tree \( T = (V, E) \) and an ordering of the set of vertices adjacent to each vertex \( v \in V \), the function \( s \) defined previously specifies an Euler circuit in the directed graph \( T' = (V, E') \), where \( E' \) is obtained by replacement of each \( e \in E \) by two arcs of opposite directions.

Proof: We have already observed that the directed graph \( T' = (V, E') \) is Eulerian. Given the successor function \( s \), each arc \( e \in E' \) is assigned a unique successor and is the successor of a unique arc. It remains to be shown that \( s \) defines one cycle and not a set of arc-disjoint cycles. The proof is by induction on the number \( n \) of vertices.

The base case \( n = 2 \) is straightforward. Hence, let \( n > 2 \), and assume that the induction hypothesis holds for any tree with less than \( n \) vertices.

Let \( T' = (V, E') \) be a tree with \( n \) vertices, and let \( v \in V \) be a leaf. Denote by \( u \) the vertex adjacent to \( v \). It follows that \( \text{adj}(v) = \{u\} \), which implies that \( s(\{u, v\}) = \{v, u\} \). Suppose \( \text{adj}(u) = \{v', v, v'', \ldots\} \), where \( v' \) and \( v'' \) could be the same (see Fig. 3.9). In this case, we have \( s(\{v', u\}) = \{u, v\} \) and \( s(\{v, u\}) = \{u, v''\} \).

Remove \( v \) from \( V \). Hence, \( \text{adj}(u) \) becomes the list \( \{v', v, v'', \ldots\} \). For the resulting new tree \( T_1 \), the successor of each of its arcs remains the same as before, except for the arc \( \{v', u\} \), whose new successor is given by \( \{u, v\} \). By the induction hypothesis, the successor function \( s \) defines an Euler circuit on \( T_1 \). Replacing \( s(\{v', u\}) = \{u, v\} \) by \( s(\{v', u\}) = \{u, v\} \) and \( s(\{v, u\}) = \{u, v''\} \) results in an Euler circuit for \( T' \), and therefore the lemma follows.

In summary, given a tree \( T = (V, E) \) and an ordering of the set of vertices adjacent to each vertex \( v \), an Euler circuit of the directed graph \( T' = (V, E') \) can be easily specified. We call the Euler circuit of \( T' \) the Euler tour of \( T \).

We now turn to the algorithmic aspects of constructing an Euler tour from the given tree \( T = (V, E) \). Notice that the degree of each vertex \( v \in V \) is not necessarily bounded, and no assumption is made concerning whether or not the tree is rooted.

A possible representation of \( T \) consists of the adjacency lists of the vertices. More precisely, for each vertex \( v \in V \), the vertices adjacent to \( v \) are given in a linked list—say, \( L[v] = (u_0, u_1, \ldots, u_d-1) \)—in some order, where \( d \) is the degree of \( v \). In the directed graph \( T = (V, E') \), \( L[v] \) can be viewed as representing the outgoing arcs of \( v \)—that is, the arcs \( (v, u_0), (v, u_1), \ldots, (v, u_d-1) \). In other words, the node of the list \( L[v] \) containing \( u_i \) uniquely represents the arc \( (v, u_i) \). Since \( v \) appears on the lists \( L[u_i] \), the corresponding nodes represent the arcs \( (u_i, v) \) for \( 0 \leq i \leq d - 1 \). Therefore the adjacency lists \( L[v] \)'s represent uniquely all the arcs in the directed graph \( T = (V, E') \). In addition, the linked list \( L[v] \) implies an ordering of the set of vertices adjacent to \( v \), for each \( v \in V \). Figure 3.10 shows a tree and the corresponding linked lists.

Consider the successor function \( s \) introduced previously, using the ordering implied by the adjacency lists. Then, \( s((u_i, v)) = (v, u_{(i+1) \mod d}) \), where \( u_i \) is the \( i \)th vertex on \( L[v] \), where \( 0 \leq i \leq d - 1 \).

Given the node containing vertex \( u_i \), we need two pieces of information to determine the successor function: (1) the arc \( (u_i, v) \), and (2) the successor \( u_{(i+1) \mod d} \) of \( u_i \) on the list \( L[v] \) (which uniquely identifies the arc \( (v, u_{(i+1) \mod d}) \)). The successor information is immediately available except when \( u_i \) is at the end of the list. We can handle the latter case by making each adjacency list circular. To obtain \( (u_i, v) \), we assume that the node holding vertex \( u_i \) in the list \( L[v] \) is an additional pointer to the node containing \( v \) in \( L[u_i] \) (which uniquely represents the arc \( (u_i, v) \)).

It follows that a node on each circular adjacency list consists of a vertex, say \( u \), and two pointers. One pointer can be used to deduce the vertex \( u' \) following \( u \) on the adjacency list of some vertex \( v \), and hence arc \( (v, u') \). The other pointer can be used to obtain the arc \( (u, v) \) of \( T' \).

**Example 3.5:**

A tree \( T \) and its adjacency lists with the additional pointers are shown in Fig. 3.11. Consider an arbitrary vertex—say, vertex 5. Vertex 5 appears on the list \( L[2] \). The node containing vertex 5 has a pointer to a node containing vertex 2. Hence, we can use this pointer to deduce the arc \( (5, 2) \) of \( T' \). We can also use this node to conclude that vertex 6 comes after vertex 5 in the adjacency list of vertex 2, and to deduce arc \( (2, 6) \).

We are now ready for the following theorem.
FIGURE 3.10
A tree and the corresponding linked list. (a) A tree \( T \). (b) The adjacency lists of \( T \), where each vertex \( v \) has a pointer to a linked list containing the vertices adjacent to \( v \).

FIGURE 3.11
The tree and the adjacency lists for Example 3.5. (a) An input tree; (b) The tree's representation by the circular adjacency lists with the additional pointers.
Theorem 3.3: Given a tree \( T = (V, E) \) defined by the adjacency lists of its vertices with the additional pointers as described previously, we can construct an Euler circuit in \( T' \) in \( O(1) \) time using \( O(n) \) operations, where \( |V| = n \).

Proof: Consider an arbitrary node of the adjacency lists. This node holds a vertex—say \( u \)—and a pointer to its successor holding, say vertex \( u' \), and another pointer to a node holding a vertex \( v \). Clearly, \((u, v)\) is an arc such that \( s((u, v)) = (v, u') \). For each node, this operation can be carried out in \( O(1) \) time, since the pointers in the node holding vertex \( u \) uniquely identify arcs \((u, v)\) and \((v, u')\). Therefore, the Euler circuit can be generated in \( O(1) \) time, using a linear number of operations for the given input representation.

PRAM Model: We can obtain the successor of each arc by examining each node separately. Hence, the procedure to compute the Euler tour does not require any simultaneous memory access. It follows that computing the Euler tour can be performed on the EREW PRAM model within the stated bounds.

Remark 3.4: From now on, whenever the Euler tour is used, the input tree is assumed to be represented by the set of circular adjacency lists with the additional pointers as we have described.

3.2.2 TREE COMPUTATIONS

We now discuss several applications of the Euler-tour technique to computing tree functions.

Rooting a Tree. The Euler tour of a tree \( T = (V, E) \) can be used to process \( T \) and compute several functions on \( T \) efficiently. We start with the problem of rooting \( T \) at a vertex \( r \); that is, for each vertex \( v \neq r \), we determine the parent \( p(v) \) of \( v \) when \( T \) is rooted at \( r \).

As before, let \( T' = (V, E') \) denote the directed graph obtained from \( T \) by replacing each edge of \( E \) by two arcs of opposite directions. We find the Euler tour of \( T \) by computing the successor function \( s \). Let the adjacency list of vertex \( r \) be given by \( L[r] = (u_0, u_1, \ldots, u_{d-1}) \). Break the Euler tour at \( r \) by setting \( s((u_{d-1}, r)) = 0 \). We now have a directed Euler path in \( T' \) that begins at \( r \), visits each arc exactly once, and ends at \( r \).

Consider the ordered list \( EP \) of the arcs on the Euler path \( EP = (e_1 = (r, u_0), e_2 = s(e_1), s(e_2), \ldots, (u_{d-1}, r)) \). The list \( EP \) can be viewed as the process of traversing the tree \( T \) as follows. We begin by visiting the root \( r \), followed by visiting the vertex \( u_0 \) adjacent to \( r \). The same search process is applied to the subtree rooted at \( u_0 \). Once all the vertices in the subtree rooted at \( u_0 \) are explored, we visit \( u_1 \), and proceed as before. The reader should verify that the traversal induced by the Euler path \( EP \) is a depth-first search of the tree \( T \) starting at vertex \( r \). In particular, confirm that arc \((p(u), u)\) appears on the list \( EP \) before arc \((u, p(u))\), when the tree \( T \) is rooted at \( r \).

EXAMPLE 3.6:

Consider again the tree \( T = (V, E) \) shown in Fig. 3.11(a). Suppose we want to root \( T \) at vertex 1. We break the corresponding Euler circuit by setting \( s((4, 1)) = 0 \). Starting from the root 1, the Euler path consists of a depth-first traversal of the vertices of the tree as follows: 1, 2, 5, 2, 6, 2, 7, 8, 7, 9, 7, 2, 1, 3, 1, 4, 1 (see Fig. 3.12). Notice, for example, that arc \((2, 7)\) appears before arc \((7, 2)\) on the Euler path, and that 2 is the parent of 7.

The algorithm can now be stated more formally.

ALGORITHM 3.5

(Rooting a Tree)

Input: (1) A tree \( T = (V, E) \) defined by the adjacency lists of its vertices, (2) an Euler tour defined by the successor function \( s \), and (3) a special vertex \( r \).

Output: For each vertex \( v \neq r \), the parent \( p(v) \) of \( v \) in the tree rooted at \( r \).

begin
1. Identify the last vertex \( u \) appearing on the adjacency list of \( r \).
   Set \( s((u, r)) = 0 \).
2. Assign a weight of 1 to each arc \((x, y)\), and apply parallel prefix on the list of arcs defined by \( s \).
3. For each arc \((x, y)\), set \( x = p(y) \) whenever the prefix sum of \((x, y)\) is smaller than the prefix sum of \((y, x)\).
end

Lemma 3.7: Given a tree \( T = (V, E) \) represented by the circular adjacency lists with the additional pointers as described previously, and a special vertex \( r \), we can root the tree \( T \) by specifying the parent \( p(v) \) of each vertex \( v \in V \) in \( O(\log n) \) time, using a linear number of operations, where \( |V| = n \).

Postorder Numbering. Another application of the Euler-tour technique is the processing of the vertices of a tree in a certain order. Suppose, for example, that we wish to determine the postorder traversal of the tree \( T \) rooted at \( r \). The postorder traversal of \( T \) consists of the postorder traversals of the subtrees of \( r \) from left to right, followed by the root \( r \). For our rooted tree \( T = (V, E) \), we define the left-to-right ordering of the children of a vertex as the ordering implied by the Euler path \( EP \). That is, the children of a vertex \( v \) are
visited (each for the first time) from left to right on the Euler path \( E_P \). Notice that the children of the root \( r \) appear in a left-to-right ordering in the adjacency list \( L[r] \), but this ordering does not necessarily occur for the remaining vertices.

The goal is to determine the postorder number \( \text{post}(v) \) of each vertex \( v \)—that is, \( v \)'s rank in a postorder traversal of \( T \).

The Euler path \( E_P \) can be used to determine the postorder traversal of \( T \) as follows. The path \( E_P \) visits each vertex \( v \) several times, the first time using the arc \( (p(v), v) \) and the last time using the arc \( (v, p(v)) \) after visiting all the descendants of \( v \). Therefore, the ordered sublist of vertices obtained by retention of only the last occurrence of each vertex defines precisely the postorder traversal of the vertices of \( T \). The postorder number of each vertex is computed by the following algorithm.

**ALGORITHM 3.6**
(Postorder Numbering)

**Input:** (1) A rooted tree with root \( r \), and (2) the corresponding Euler path defined by the function \( s \).

**Output:** The postorder number \( \text{post}(v) \) of each vertex \( v \).

**begin**
1. For each vertex \( v \neq r \), assign the weights \( w((v, p(v))) = 1 \) and \( w((p(v), v)) = 0 \).
2. Perform parallel prefix on the list of arcs defined by \( s \).
3. For each vertex \( v \neq r \), set \( \text{post}(v) \) equal to the prefix sum of \( (v, p(v)) \). For \( v = r \), set \( \text{post}(r) = n \), where \( n \) is the number of vertices in the given tree.

**end**

**EXAMPLE 3.7:**

Consider the tree of Fig. 3.12(a) (which is the same as the one shown in Fig. 3.11(a)) and its Euler tour. The weight and the prefix sum of each arc in the corresponding Euler path are shown in Fig. 3.12(b). From the prefix sums, we obtain the following: \( \text{post}(5) = 1 \), \( \text{post}(6) = 2 \), \( \text{post}(8) = 3 \), \( \text{post}(9) = 4 \), \( \text{post}(7) = 5 \), \( \text{post}(2) = 6 \), \( \text{post}(3) = 7 \), \( \text{post}(4) = 8 \). We also have \( \text{post}(1) = 9 \). The reader can verify that this numbering corresponds to a postorder traversal of the given tree.

**Computing the Vertex Level.** Another useful operation is to compute the level \( \text{level}(v) \) of each vertex \( v \), which is the distance (number of edges) between \( v \) and the root \( r \). We again use the Euler path of \( T \) rooted at \( r \). We assign \( w((p(v), v)) = +1 \), and \( w((v, p(v))) = -1 \), and perform parallel prefix on the list defining the Euler path. Then, we set \( \text{level}(v) \) to be equal to the prefix sum of \( (p(v), v) \).

---

**FIGURE 3.12**
The tree and Euler tour for Example 3.7. (a) A tree rooted at vertex 1. (b) A table showing the arcs in the order they appear on the Euler path, the weight assigned to each arc, and the prefix sums needed for the postorder numbering or for computing the size function. The prefix sum of arc \( (v, p(v)) \) is the postorder number of vertex \( v \), and \( \text{size}(v) \) is equal to the difference between the prefix sums of \( (v, p(v)) \) and \( (p(v), v) \).
Computing the Number of Descendants. The two previous tree functions, along with two new ones, can be summarized in the following theorem.

**Theorem 3.4:** Let $T$ be a tree with $n$ vertices rooted at $r$ given by the adjacency lists as we have described. Each of the following computations can be done optimally in $O(\log n)$ time on the EREW PRAM.

1. Computing the postorder number of each vertex
2. Computing the level of each vertex
3. Computing the preorder number of each vertex
4. Computing the number of descendants of each vertex

**Proof:** Claims 1 and 2 have already been established; claim 3 will be left to Exercise 3.13. We now prove claim 4 by showing how to compute the number of descendants of each vertex.

Let $size(v)$ be the number of vertices in the subtree rooted at $v$. Consider the Euler path $EP$ defined by the successor function $s$. We apply the parallel prefix algorithm to the list $EP$ using the weight $w((p(v), v)) = 0$ and $w((v, p(v))) = 1$, for each vertex $v \neq r$. Then, $size(v)$ is equal to the difference between the prefix sums of $(v, p(v))$ and $(p(v), v)$, since all the arcs appearing between $(p(v), v)$ and $(v, p(v))$ on the Euler path $EP$ belong to the subtree rooted at $v$ ($v \neq r$).

**Example 3.8:**

We wish to determine the size function on the tree rooted at vertex 1 shown in Fig. 3.12. For each $v \neq 1$, arc $(v, p(v))$ is assigned a weight of 1, and each of the remaining arcs is assigned a weight of 0. The prefix sum of each node on the $EP$ list is also shown. We can determine the size function by using these prefix sums. For example, $size(2)$ is equal to the difference between the prefix sum of $(2, 1)$ and the prefix sum of $(1, 2)$, which is equal to 6. Similarly, we can determine the size function for all the remaining vertices.

**3.3 Tree Contraction**

In Section 3.2, we presented the Euler-tour technique and a few of its applications in computing tree functions. Other applications are covered in Section 3.4 and in Chapter 5. However, there are important tree problems that cannot be solved efficiently with this technique alone. Consider, for example, the **expression evaluation problem**.

A given arithmetic expression is represented with a binary tree such that a constant is associated with each leaf, and an arithmetic operator—say, $+, -, \times, \text{ or } \div$—is associated with each internal node. The goal is to compute the value of the expression at the root. On some occasions, we will also be interested in computing all the subexpressions defined at the internal nodes. This type of problem can be handled efficiently by **tree contraction**.

Tree contraction is a systematic way of shrinking a tree into a single vertex by successively applying the operation of merging a leaf with its parent or merging a degree-2 vertex with its parent. The expression evaluation problem provides a justification for such a process. A leaf $u$ holds a constant value, which can be incorporated into the data stored at the parent $p(u)$. Removing a vertex $v$ of degree 2 amounts to postponing the evaluation of the subexpression at $v$ and incorporating its effect into the data stored at the parent $p(v)$. More details about the expression evaluation problem are provided in Section 3.3.1.

We next introduce an operation that captures this merging process.

**3.3.1 The Rake Operation**

Let $T = (V, E)$ be a rooted binary tree, with root $r$ such that, for each vertex $v$, where $v \neq r$, $p(v)$ represents the parent of $v$. For clarity, we assume that each internal vertex has exactly two children.

We introduce the primitive operation, called **rake**, on $T$ as follows.

Given a leaf $u$ such that $p(u) \neq r$, the rake operation applied at $u$ consists of removing $u$ and $p(u)$ from $T$ and connecting the sibling of $u$, denoted by $\text{sib}(u)$, to $p(p(u))$.

**Example 3.9:**

Figure 3.13 shows what happens when the rake operation is applied to node 1 of the tree of the left-hand side. This operation results in removing nodes 1 and 3, and in making node 4 the parent of node 2, as shown in the right-hand tree.

Our algorithm for tree contraction uses the rake operation as the primitive operation to reduce a given input binary tree into a three-node tree consisting of the root and two leaves. The main technical difficulty lies in avoiding the concurrent rake of two leaves whose parents are adjacent. We can avoid that difficulty by a careful application of the rake operation to nonconsecutive leaves as they appear from left to right.
2.2 Apply the rake operation concurrently to the rest of the elements in $A_{\text{odd}}$.
2.3 Set $A = A_{\text{even}}$.

end

EXAMPLE 3.10:
Consider the tree $T$ given in Fig. 3.14(a). In this case, $A = (1, 2, 3, 4, 5, 6, 7)$, $A_{\text{odd}} = (1, 3, 5, 7)$, and $A_{\text{even}} = (2, 4, 6)$. During the first iteration of the for loop, the rake operation is applied to only vertex 3, as specified by step 2.1. This step contracts the given tree to the one shown in Fig. 3.14(b). Step 2.2 of the first iteration results in applying rake to vertices 1, 5, and 7, giving us the tree shown in Fig. 3.14(c). At the end of the first iteration, we have $A = (2, 4, 6)$. The second iteration of the loop rakes leaves 2 and 6 (step 2.2), resulting in the tree shown in Fig. 3.14(d). Finally, the third iteration shrinks the tree to the three-node tree shown in Fig. 3.14(e).

Theorem 3.5: The tree-contraction algorithm (Algorithm 3.7) correctly contracts the input binary tree into a three-node binary tree. This algorithm can be implemented on the EREW PRAM in $O(\log n)$ time, using a linear number of operations, where $n$ is the number of vertices in the input tree.

Proof: Note that, whenever the rake operation is applied concurrently to several leaves, the parents of any two such leaves are not adjacent, and hence rake is applied correctly. At the end of each iteration of the main loop, the number of leaves decreases from $m$ to $(m/2)$, where $m$ is the number of leaves at the beginning of the iteration. Hence, after $\log(n + 1)$ iterations, all the leaves disappear except the leftmost and rightmost leaves. Therefore, the final tree consists of the root and these two leaves.

Step 1 can be implemented by using the Euler-tour technique. Note that the leaves appear from left to right on the Euler path of $T$. The rake operations are applied in parallel. Hence, steps 2.1 and 2.2 take $O(1)$ time during each iteration. Step 2.3 takes $O(1)$ time as well. The number of operations required by each iteration is $O(|A|)$, where $|A|$ is the current size of the array $A$. Since $|A_{\text{even}}| \leq |A|/2$, the total number of operations needed for the completion of the loop is $O(\sum_{i=1}^{\log n}(n/2)) = O(n)$. Therefore, the overall time is $O(\log n)$, and the total number of operations is $O(n)$.

Note that we do not really need to introduce the subarrays $A_{\text{odd}}$ and $A_{\text{even}}$ in Algorithm 3.7, since the leaves can be stored consecutively in an array, and at each iteration we know the exact positions of the leaves to be removed.
operator \( \times \). We assume that each internal vertex has exactly two children. It is simple to modify the algorithm given in this section for the case where some vertices have single children. The **expression evaluation problem** is to determine the value of the expression at the root of \( T \), denoted by \( \text{val}(T) \).

An intuitive approach for the parallel evaluation of an expression tree is to evaluate each subexpression at an internal node \( v \) whose two children are leaves, for all such nodes concurrently. Repeat the process until the value of the root is determined. This approach works well whenever the tree is reasonably well balanced, since many nodes are likely to be eliminated during each stage. On the other hand, very few nodes may be removed during each stage whenever the input tree is long and skinny. In the extreme case, when we have a long chain with leaves attached to it, the previous process requires a linear number of iterations and hence provides no improvement over the sequential algorithm.

To remedy this situation, we relax the constraint that the value of each node has to be fully determined before it can be eliminated. Instead, a node having only a single child that is a leaf can be **partially** evaluated and then removed. To accomplish this partial evaluation, we associate with each node \( v \in V \) a label \((a_v, b_v)\) representing the linear expression \( a_v X + b_v \), where \( a_v \) and \( b_v \) are constants, and \( X \) is an indeterminate that stands for the possibly unknown value of the subexpression at node \( v \).

During the process of evaluating the expression tree, some nodes are removed and the labels \((a_v, b_v)\) of remaining nodes are adjusted such that the following invariant is maintained.

**Invariant (I):** Let \( u \) be an internal node of the current tree such that \( u \) holds the operator \( \in \{+, \times\} \) and has the children \( v \) and \( w \) whose labels are \((a_v, b_v)\) and \((a_w, b_w)\), respectively. Then, the value of the subexpression at \( u \) is given by \( \text{val}(u) = (a_v \text{val}(v) + b_v) \cdot (a_w \text{val}(w) + b_w) \).

Initially, we assign the label \((1, 0)\) to each node \( v \in V \). The invariant (I) holds trivially in this case. We use the tree-contraction algorithm (Algorithm 3.7) to reduce the given input tree \( T \) into a three-node tree \( T' \) such that \( \text{val}(T) = \text{val}(T') \). We augment the **rake** operation by adjusting the labels \((a, b)\) so as to maintain the invariant (I).

Let \( v \) be a leaf and let \( u \) be its sibling. When we apply the rake operation to \( v \), nodes \( v \) and \( u = p(v) \) are removed; hence, their contributions to the subexpression computed at node \( p(u) \) have to be incorporated into the pair of values \((a_w, b_w)\) stored at \( w \) (see Fig. 3.15). Assume, without loss of generality, that \( v \) is a left child and that \( u \) contains the operator \( \in \{+, \times\} \). The value of node \( u \) is given by \( \text{val}(u) = (a_v c_v + b_v) \cdot (a_w X + b_w) \), where \( X \) is the unknown value of node \( w \), assuming that the invariant (I) holds before the rake operation. Hence, the contribution of \( \text{val}(u) \) to the node \( p(u) \) is given by
\[ E = a_u \cdot \text{val}(u) + b_u = a_u[(a_v c_v + b_v) a_w (a_w X + b_w)] + b_u, \]
which is a linear expression in \( X \) (that is, the unknown value of the subexpression of \( w \)) after simplification. Therefore, we can remove \( v \) and \( u \), and adjust the pair \((a_w, b_w)\) as implied after simplifying the expression \( E \). The invariant (I) is then clearly maintained.

Our algorithm for evaluating arithmetic expressions consists of an initial assignment of the label \((1, 0)\) to each node of the tree, and an application of the tree-contraction algorithm (Algorithm 3.7) such that each rake operation is augmented as specified in the previous paragraph. Once the tree-contraction algorithm terminates, we have a three-node tree \( T' \) with a root \( r \) holding an operator \( \cdot \) and two leaves \( u \) and \( v \) containing the constants \( c_u \) and \( c_v \). Let \((a_u, b_u)\) and \((a_v, b_v)\) be the labels of \( u \) and \( v \), respectively, in the tree \( T' \). Then, by the invariant (I) we have \( \text{val}(T) = \text{val}(r) = (a_u c_u + b_u) \cdot (a_v c_v + b_v) \). We therefore have the following theorem.

**Theorem 3.6:** Given a binary tree \( T \) representing an arithmetic expression, the tree-contraction algorithm (Algorithm 3.7) with the augmented rake operation as we have specified can be used to compute \( \text{val}(T) \) in \( O(\log n) \) time, using a linear number of operations.

**EXAMPLE 3.11:**
An expression tree with the initial labels \((1, 0)\) is shown in Fig. 3.16(a). During the first iteration of the for loop of the tree-contraction algorithm (Algorithm 3.7), the node marked by \( \ast \) is rake’d, thereby generating the tree in Fig. 3.16(b). Note that the label of the node holding \(-5\) changes from \((1, 0)\) to \((1, 2)\). Next, the two starred nodes are rake’d, and the tree is reduced to the one shown in Fig. 3.16(c). During the second iteration, one node is rake’d, resulting in the tree shown in Fig. 3.16(d). Finally during the third iteration, a single node is rake’d, and we end up with the three-node tree shown in Fig. 3.16(e). Consider the new label \((4, 14)\) of the node containing 4. This label is derived from the expression \(2[(2X + 10) + (-5 + 2)] + 0 = 4X + 14\). The value of the root expression is given by \((4 \times 4 + 14) + (20 \times 1 + 0) = 50\).

We can use the same algorithm to compute the values of all the subexpressions by adding a procedure to process the tree in the reverse order by restoring the nodes removed at each iteration and updating the values of their subexpressions. We leave the details to Exercise 3.18.

![Figure 3.15](image1)

**Figure 3.15**
An example of the rake operation applied to node \( v \) as needed for evaluating arithmetic expressions, assuming, in this case, that \( \cdot = \times \). Note that \( a_w \) and \( b_w \) are obtained after we have simplified the expression \( a_w [(a_v c_v + b_v) \times (a_w X + b_w)] + b_u \).

![Figure 3.16](image2)

**Figure 3.16**
Expression evaluation by tree contraction for Example 3.11. (a) An initial expression tree. (b) The tree obtained after raking of the starred node in (a).
two children is replaced by a balanced binary tree whose leaves are the children of $v$. The following example shows how this replacement is done.

**EXAMPLE 3.13:**

In Fig. 3.17, each of the vertices 1, 2, and 4 has more than two children. Vertex 2 is replaced with a complete binary tree with two additional vertices $2'$ and $2''$, and each of the vertices 1 and 4 requires the insertion of only one additional vertex. Note that, if we ignore the newly inserted vertices, the set of descendants for each vertex remains the same (although the sibling relationship among the descendants may change).

Once $T$ has been made binary, we associate with each new internal vertex the label $e$ (identity element). It is clear that, for each $v \in V$, $L(v)$ has not changed after these modifications.

The problem is now reduced to evaluating all the subexpressions associated with all the vertices, where the only operation involved is $\cdot$. This problem is the same as the arithmetic evaluation problem, except that we have only one operation (instead of two). Therefore, we can use the tree-contraction algorithm with the take operation modified appropriately to compute $L(v)$ for each $v \in V$. In particular, this result implies the following corollary.

**FIGURE 3.17**

Process for making an arbitrary tree binary. Each of the vertices 1, 2, and 4 is replaced by a balanced binary tree built on its children.

---

**3.3.3 COMPUTATION OF TREE FUNCTIONS**

Let $(U, \cdot)$ be a commutative semigroup with an identity element $e$. Hence, $U$ is a set of elements with a binary operation $\cdot$, such that $\cdot$ is associative and commutative, $x \cdot e = e \cdot x = x$, for all $x \in U$. Suppose we are given an arbitrary tree $T = (V, E)$, such that each vertex $v$ is labeled with an element $l(v) \in U$. We consider the problem of computing, for each vertex $v$, the element $L(v) \in U$ that results from applying the operation $\cdot$ to all the elements in the subtree rooted at $v$.

**EXAMPLE 3.12:**

Let $U$ be the set of nonnegative integers, and let $\cdot$ be the minimum operator. Add the identity element $+ = 0$ to $U$. Then, $L(v)$ is the minimum element in the subtree rooted at $v$.

We outline an $O(\log n)$ time optimal algorithm to solve this problem. We start by making the tree $T$ binary as follows. Each vertex $v$ with more than
Corollary 3.1: Given an arbitrary tree \( T = (V, E) \) such that each node is labeled with an element from a linearly ordered set, we can compute the minimum label in the subtree rooted at \( v \), for each vertex \( v \in V \), in \( O(\log n) \) time, using a linear number of operations.

\[ \square \]

### 3.4 Lowest Common Ancestors

The **lowest common ancestor** of two vertices \( u \) and \( v \) of a rooted tree is a node \( w \) that is an ancestor to both \( u \) and \( v \), and is farthest from the root. For a rooted tree \( T = (V, E) \), the problem of finding the **lowest common ancestor** of an arbitrary pair of vertices \( u \) and \( v \), denoted by \( \text{lca}(u, v) \), arises in many situations. In most cases, the pairs \( (u, v) \) are determined dynamically during the execution of an algorithm, and, moreover, the number of such pairs may vary considerably. Therefore, we address the problem of **preprocessing** \( T \) such that a query \( \text{lca}(u, v) \) can be answered very quickly. In fact, we insist on answering each query in \( O(1) \) sequential time. We refer to this problem as the **lowest-common-ancestors (LCA) problem**. In this section, we develop an algorithm to solve the LCA problem in \( O(\log n) \) time, using a linear number of operations.

#### 3.4.1 The Lowest-Common-Ancestors Problem

There are two special cases for which the LCA problem can be solved immediately. The first case is when the tree \( T \) is a simple path. Computing the distance of each vertex from the root allows us to answer any \( \text{lca}(u, v) \) query in constant time by comparing the distances of \( u \) and \( v \) from the root.

The second case is when \( T \) is a complete binary tree. Determining the **inorder number** of each vertex is sufficient to guarantee the handling of each query in constant time as follows. Identify the vertices of \( T \) with their inorder numbers. The **inorder traversal** of a binary tree \( T \) with root \( r \) consists of the inorder traversal of the left subtree of \( r \), followed by \( r \), followed by the inorder traversal of the right subtree of \( r \). Figure 3.18 shows a complete tree whose vertices are identified by their inorder numbers. Then, for any two vertices \( x \) and \( y \), \( \text{lca}(x, y) \) can be found by the following method. Express \( x \) and \( y \) as binary numbers and number the bit positions starting from left to right. Let \( i \) be the first bit position from the left where \( x \) and \( y \) disagree; that is, the leftmost \( i - 1 \) bits \( z_1z_2 \ldots z_{i-1} \) of \( x \) and \( y \) are identical, and the \( i \)th bits are different. Then, \( \text{lca}(x, y) \) is equal to the number whose binary representation is given by \( z_1z_2 \ldots z_{i-1} \ 0 \ \ldots \ 0 \). The proof of this fact is left to Exercise 3.28, and an example is given next. The fact that the LCA problem can be solved for a complete binary tree with use of the inorder numbers will be assumed for the remainder of this section.

**Example 3.14:**

In Fig. 3.18, consider vertices 9 = (1001)\(_2\) and 13 = (1101)\(_2\). Since 9 and 13 disagree on the second leftmost bit, we convert that bit to 1, and convert all subsequent bits to the right of it to 0. Hence \( \text{lca}(9, 13) = (1100)\(_2\) = 12 \). \( \square \)

A basic strategy for solving the LCA problem exploits the facts stated in the previous paragraphs by carefully mapping the input tree \( T \) into a logarithmic-depth binary tree. References to such work are given at the end of this chapter. Our approach is different and is based on the Euler-tour technique and the range-minima problem (to be introduced shortly).

#### 3.4.2 Reduction to the Range-Minima Problem

We start by determining an Euler tour of \( T \). This step assumes that the input tree \( T \) is given in a form suitable for the efficient computation of the Euler tour of \( T \), as stated in Section 3.2. We replace each arc \( (u, v) \) by the vertex \( v \). Then, we define the **Euler array** \( A \) to be the corresponding ordered vertices with the root inserted at the very beginning. If \( |V| = n \), the size of \( A \) is \( m = 2n - 1 \). From \( A \), we derive array \( B \) by taking the level of each element of \( A \) as defined in Section 3.2; array \( B \) is denoted by \( B = \text{level}(A) \).

![Figure 3.18](image)

A complete tree with its vertices identified with their inorder numbers.
EXAMPLE 3.15:
Consider the tree given in Fig. 3.19. The corresponding Euler array A is also shown in the same figure. The array B gives the level of each element of A.

In addition to A, we need the following information. With each vertex v, we let \( \text{level}(v) \) be the level of v, and \( l(v) \) and \( r(v) \) be the indices of the leftmost and rightmost appearances of v in A.

We have already seen, in Section 3.2.2, how to compute \( \text{level}(v) \) by performing a parallel prefix operation on the list defining an Euler path of \( T \). For \( v \neq r \), where \( r \) is the root of \( T \), \( l(v) \) and \( r(v) \) can be computed as follows.

Given the array A, the element \( a_i = v \) is the leftmost appearance of v in A if and only if \( \text{level}(a_{i-1}) = \text{level}(v) - 1 \). Also, \( a_i = v \) is the rightmost appearance of v in A if and only if \( \text{level}(a_{i+1}) = \text{level}(v) - 1 \). Therefore, \( l(v) \) and \( r(v) \) can be determined in \( O(1) \) time, using a linear number of operations, if A and the level of each element of A are given.

For the remainder of this section, we assume that \( \text{level}(v) \), \( l(v) \), and \( r(v) \) are known for each vertex v. To answer an LCA query in \( O(1) \) sequential time, we can restrict our processing to the array \( B = \text{level}(A) \) obtained from A by replacing each vertex v by \( \text{level}(v) \). A justification is provided in the next lemma.

Lemma 3.8: Given a rooted tree \( T = (V, E) \), let A, \( \text{level}(v) \), \( l(v) \), and \( r(v) \), for \( v \in V \), be as defined previously. Let u and v be two arbitrary distinct vertices of \( T \). Then, the following statements hold:
1. u is an ancestor of v if and only if \( l(u) < l(v) < r(u) \).
2. u and v are not related; that is, u is not a descendant of v and v is not a descendant of u, if and only if either \( r(u) < l(v) \) or \( r(v) < l(u) \).
3. If \( r(u) < l(v) \), then LCA(u, v) is the vertex with the minimum level over the interval \( [r(u), l(v)] \).

Proof: We shall prove Claims 1 and 3. Claim 2 can be shown in a similar fashion.

Suppose that u is an ancestor of v. Recall that the Euler tour of \( T \) corresponds to a depth-first traversal of \( T \) starting from the root. Hence, u is visited before the vertex \( v \) and, moreover, the subtree rooted at \( v \) is completely visited before the last appearance of \( v \). Hence, \( l(u) < l(v) < r(u) \). Conversely, suppose that \( l(u) < l(v) < r(u) \). Since \( l(u) < l(v) \), the subtree rooted at \( u \) is processed completely before the first visit to \( v \). But then \( r(u) < l(v) \), which contradicts the hypothesis. Therefore, u must be an ancestor of v, which proves claim 1.

We now establish claim 3. Suppose that \( r(u) < l(v) \). We can easily check that all the vertices whose levels appear in the interval \( [r(u), l(v)] \) are either the vertices appearing on the path between u and v (which also includes LCA(u, v)), or their descendants. Therefore, the vertex of minimum level must be the LCA of u and v.

We need an efficient algorithm to preprocess the array \( B = \text{level}(A) \) so that the following range-minimum query can be processed in \( O(1) \) sequential time: Given any interval \( [k, j] \), where \( 1 \leq k \leq j \leq n \), find the minimum of \( \{b_k, b_{k+1}, \ldots, b_j\} \). This problem, defined for an arbitrary array of elements, is called the range minima problem; we discuss it next.

3.4.3 THE RANGE-MINIMA PROBLEM

In the sequential context, the range-minima problem is known to be equivalent to the LCA problem (see the bibliographic notes at the end of this chapter). However, it seems that the range-minima problem can be handled faster than the LCA problem on the PRAM model, unless the Euler tour and the level of each vertex (that is, array B introduced in Section 3.4.1) are given as part of the input to the LCA problem. We first present an optimal \( O(\log n) \) time algorithm for the range-minima problem. We then indicate how this
algorithm can be made into an $O(\log \log n)$ time algorithm, using an optimal number of operations.

**Basic Range-Minima Algorithm.** For clarity, we start by describing a basic preprocessing algorithm that runs in $O(\log n)$ time using $O(n \log n)$ operations.

Let $B$ be the input array of size $n = 2^l$. We wish to preprocess $B$ such that, given any two indices $i$ and $j$, where $1 \leq i < j \leq n$, we can determine the minimum element in the subarray $\{b_i, b_{i+1}, \ldots, b_j\}$ in $O(1)$ sequential time. Intuitively, it seems that the minima of certain subarrays have to be computed during the preprocessing phase. A natural way to proceed would be to build a complete binary tree on the elements of $B$ such that each internal node $v$ of $T$ holds some information about the array determined by the leaves in the subtree rooted at $v$. Let us try to determine the information that needs to be stored in each node of $T$.

Given two indices $i$ and $j$, we can determine the LCA $v$ of the leaves of $T$ holding $b_i$ and $b_j$ in $O(1)$ sequential time, since $T$ is a complete binary tree. If the leaves of the subtree rooted at $v$ correspond exactly to the subarray $\{b_i, b_{i+1}, \ldots, b_j\}$, then it is sufficient to store the minimum element in the node $v$. However, the subarray associated with $v$ is typically of the form $B_v = \{b_r, \ldots, b_i, \ldots, b_j, \ldots, b_s\}$, where $r \leq i < j \leq s$. In this case, some additional information is needed to answer the range-minimum query. Let $u$ and $w$ be, respectively, the left and the right children of $v$. Then, the subarrays $B_u$ and $B_w$ associated with $u$ and $w$ partition $B_v$ into, say, $B_u = \{b_r, \ldots, b_i, \ldots, b_j, \ldots, b_s\}$ and $B_w = \{b_{p+1}, \ldots, b_j, \ldots, b_s\}$, for some $i \leq p < j$. The element we seek is the minimum of the following two elements: the minimum of the suffix $\{b_i, \ldots, b_p\}$ of $B_u$ and the minimum of the prefix $\{b_{p+1}, \ldots, b_j\}$ of $B_w$. Therefore, for each node $v$, it is sufficient to store the suffix minima and the prefix minima of the subarray associated with $v$.

The **prefix minima** of $B$ are the elements of the array $(c_1, c_2, \ldots, c_n)$ such that $c_i = \min(b_1, \ldots, b_i)$, for $1 \leq i \leq n$. Similarly, we can define the **suffix minima** of $B$. Clearly, the prefix minima and the suffix minima of $B$ can be computed in $O(\log n)$ time, using a linear number of operations, by the prefix-sums algorithm.

Our preprocessing algorithm constructs a complete binary tree whose leaves are the elements of $B$ such that each internal node $v$ has associated with it two arrays, $P$ and $S$, representing, respectively, the prefix minima and the suffix minima of the subarray defined by the leaves of the subtree rooted at $v$.

**ALGORITHM 3.8**

**(Basic Range Minima)**

**Input:** An array $B$ of size $n = 2^l$, where $l$ is a positive integer.

**Output:** A complete binary tree with auxiliary variables $P(l, j)$ and $S(h, j)$, $0 \leq h \leq \log n$, $1 \leq j \leq n/2^h$, such that $P(h, j)$ and $S(h, j)$ represent, respectively, the prefix and suffix minima of the subarray defined by the leaves of the subtree rooted at $(h, j)$.

**begin**

1. For $1 \leq j \leq n$ pardo
   Set $P(0, j) = B(j)$
   Set $S(0, j) = B(j)$

2. For $h = 1$ to $\log n$ do
   For $1 \leq j \leq n/2^h$ pardo
   Merge $P(h - 1, 2j - 1)$ and $P(h - 1, 2j)$ into $P(h, j)$
   Merge $S(h - 1, 2j - 1)$ and $S(h - 1, 2j)$ into $S(h, j)$

**end**

**EXAMPLE 3.16:**

Consider the array $B = (5, 10, 3, 4, 7, 1, 8, 2)$. The corresponding complete binary tree is shown in Fig. 3.20. The $P$ and $S$ subarrays corresponding to nodes $(2, 1), (2, 2),$ and $(3, 1)$ are the following:

- $P(2, 1) = (5, 5, 3, 3)$
- $P(2, 2) = (7, 1, 1, 1)$
- $S(2, 1) = (4, 3, 3, 3)$
- $S(2, 2) = (2, 2, 1, 1)$
- $P(3, 1) = (5, 5, 3, 3, 3, 1, 1, 1)$
- $S(3, 1) = (2, 2, 1, 1, 1, 1, 1, 1)$

We now explain how these arrays are obtained. We generate the array $P(3, 1)$ by copying $P(2, 1)$ into the first half of $P(3, 1)$, and by copying $P(2, 2)$ into the second half. Then, each element of the second half of $P(3, 1)$ is replaced by the minimum of its left and right element of $P(2, 1)$—that is, $\min(a, 3)$, in this case. The other $P$ or $S$ arrays are generated in the same fashion.

Suppose that we are now given a range-minimum query over the interval $[i, j]$. Let $v = LCA(i, j)$ in the binary tree constructed previously. Since this binary tree is complete, the node $v$ can be found in $O(1)$ sequential time. Let $u$ and $w$ be the left and right children of $v$. Then $\min(a, a_{i+1}, \ldots, a_j)$ is the minimum of two elements: the suffix minimum corresponding to $i$ in the $S$ array of $u$, and the prefix minimum corresponding to $j$ in the $P$ array of $w$. Hence, a range-minimum query can be answered in constant time.

**EXAMPLE 3.17:**

Consider again the array of Fig. 3.20. Suppose that $i = 2$, and $j = 5$, and hence $B(2) = 10$ and $B(5) = 7$. The $LCA(2, 5)$ is the root $(3, 1)$ whose children are the nodes $(2, 1)$ and $(2, 2)$. Note that $S(2, 1) = (4, 3, 3, 3)$ and $P(2, 2) = (4, 3, 3)$.
Lemma 3.9: Algorithm 3.8 processes the given input array \( B \) in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. Each minimum-range query can be answered in \( O(1) \) sequential time.

Proof: The only detail that needs to be justified is how to perform the merging operations of the \( P \) and \( S \) arrays in \( O(1) \) time. Note that the size of each array \( P(h, j) \) is equal to \( 2^h \), \( 1 \leq h \leq \log n \). Merging \( P(h - 1, 2j - 1) \) and \( P(h - 1, 2j) \) into \( P(h, j) \) consists of copying \( P(h - 1, 2j - 1) \) into the first half of \( P(h, j) \) and replacing each element \( a \) of \( P(h - 1, 2j) \) with the minimum of \( a \) and the last element of \( P(h - 1, 2j - 1) \). Clearly, this merge can be done in \( O(1) \) parallel time with \( O(2^h = |P(h, j)|) \) operations. The process of merging \( S(h - 1, 2j - 1) \) and \( S(h - 1, 2j) \) into \( S(h, j) \) can be performed in a similar way. Hence, each level of the tree requires \( O(1) \) parallel time and \( O(2^h \times n2^h) = O(n) \) operations. Therefore the total running time is \( O(\log n) \), and the total number of operations is \( O(n \log n) \).

PRAM Model: The merging operation requires concurrent-read capability, since the last element of \( P(h - 1, 2j - 1) \) has to be compared with each of the elements in \( P(h - 1, 2j) \). A similar comment applies to the process of obtaining the array \( S(h, j) \). Hence, Algorithm 3.8 runs on the CREW PRAM model. However, we can make the algorithm suitable for the EREW PRAM as follows: Each entry of \( P(h, j) \) and \( S(h, j) \) will contain the minimum element in the subarray, in addition to the corresponding prefix and to the corresponding suffix minimum. In this case, merging can be completed in \( O(1) \) time without any concurrent read. Moreover, the minimum of the newly formed array can be updated without any asymptotic increase in the complexity bounds. The details are left to Exercise 3.29.

Optimal Basic Range-Minima Algorithm. The basic range minima algorithm (Algorithm 3.8) can be made optimal through use of the standard technique (recall Remark 2.4) as follows:

1. Partition \( B \) into equal-sized blocks \( B_i \), each of size \( \log n \).
2. Preprocess each \( B_i \) block separately for the range-minima problem using an optimal sequential algorithm. Hence, a query whose two elements belong to the same block \( B_i \) can now be handled in \( O(1) \) sequential time.
3. For each \( B_i \) block, compute the minimum element \( x_i \), and its prefix and suffix minima.
4. Preprocess the array \( (x_1, x_2, \ldots, x_{\log n}) \) as in Algorithm 3.8.

Clearly, this preprocessing algorithm takes \( O(\log n) \) time, using a linear number of operations.

We claim that this amount of processing is sufficient for answering an arbitrary range-minimum query in constant time.

Suppose we are given a range-minimum query over the interval \([i, j]\), where \( 1 \leq i \leq j \leq n \). Let \( i' \) and \( j' \) be the indices of the blocks containing \( a_i \) and \( a_j \), respectively. We consider three cases:

1. \( i' = j' \). In this case, the range-minimum query is reduced to a query on a single block \( B_i \). The optimal sequential preprocessing algorithm of step 2 guarantees an answer within \( O(1) \) time.
2. \( j' = i' + 1 \). The answer is the minimum of two elements: the suffix minimum in block \( B_i \) corresponding to \( a_i \), and the prefix minimum in block \( B_{i+1} \) corresponding to \( a_j \). The prefix minima and the suffix minima of each block are computed in step 3. Hence, the query can be handled in \( O(1) \) time in this case.
3. \( j' > i' + 1 \). In this case, we use the binary tree on the minimum elements \( x_i \)'s constructed in step 4. We answer the query corresponding to the interval \([i' + 1, j' - 1]\) using the binary tree, as in the previous nonoptimal algorithm. The answer to the query is then the minimum of three elements: the element obtained by using the binary tree, the suffix
Theorem 3.7: The range-minima problem on an array of size $n$ can be solved in $O(\log n)$ time using a total of $O(n)$ operations. Therefore, the LCA problem can also be solved within these bounds. This result guarantees the preprocessing of each query in $O(1)$ sequential time.

We can actually design a faster algorithm for the range-minima problem. Using an $O(\log \log n)$ time algorithm to compute the prefix (or suffix) minima of an array of size $n$ (see Exercise 2.19), we build the binary tree of the basic range-minima algorithm (Algorithm 3.8) in $O(\log \log n)$ time using $O(n \log \log n)$ operations. We can then use the accelerated-cascading strategy to make this algorithm optimal. The details are left to Exercise 3.30.

PRAM Model: The preprocessing algorithm referred to in Theorem 3.7 runs on the EREW PRAM model after Algorithm 3.8 is modified as indicated earlier. The $O(\log \log n)$ time preprocessing algorithm requires the common CRCW PRAM model.

3.5 Summary

In this chapter, we developed several powerful techniques to deal with basic problems on lists and trees. These techniques include list ranking, the Euler tour, and tree contraction. Optimal $O(\log n)$ time algorithms were then described for computing tree functions, for evaluating arithmetic expressions, and for solving the LCA problem. Table 3.1 provides a summary of these results.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Section</th>
<th>Time</th>
<th>Work</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 List Ranking Using Pointer Jumping</td>
<td>3.1.1</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.2 Removing Nodes of an Independent Set</td>
<td>3.1.1</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.3 Simple Optimal List Ranking</td>
<td>3.1.1</td>
<td>$O(\log n \log \log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.4 Contracting a List (A Single Stage)</td>
<td>3.1.2</td>
<td>$O(1)$</td>
<td>$O(n \log \log n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>List Ranking</td>
<td>3.1.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>Constructing an Euler Tour</td>
<td>3.2.1</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.5 Rooting a Tree</td>
<td>3.2.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.6 Postorder Numbering</td>
<td>3.2.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>Computing Vertex Level</td>
<td>3.2.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>Computing Number of Descendants</td>
<td>3.2.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.7 Tree Contraction</td>
<td>3.3.1</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>Evaluation of Arithmetic Expressions</td>
<td>3.3.2</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>Computation of Tree Functions</td>
<td>3.3.3</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>EREW</td>
</tr>
<tr>
<td>3.8 Basic Range Minima</td>
<td>3.4.3</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Range Minima</td>
<td>3.4.3</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>LCA</td>
<td>3.4.2 and 3.4.3</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>CREW</td>
</tr>
</tbody>
</table>

3.3. Rewrite Algorithm 3.2 for an arbitrary processor $P_i$ such that $P_i$ stores the information concerning the removed nodes on a stack. Assume that $p_i$ the number of processors, divides $n$ evenly. Include a segment that restores the original list and finds the ranks of the deleted nodes.

3.4. Suppose that we use the $O(\log^* n)$ time 3-coloring algorithm (Theorem 2.9) to identify a large independent set needed in Algorithm 3.3. Can you make the resulting list-ranking algorithm run in $O(\log n)$ time with $O(n \log^* n)$ operations? Justify your answer.
3.5. Write the procedure to execute step 2.4 of Algorithm 3.3. Make sure that the names of the nodes are adjusted properly.

3.6. Let \( q(n) = \frac{1}{\log n} \). Show that \( \frac{1}{q(n)} \left( 1 - q(n) \right) \log n < (1 - q(n)) \log n \), for any constant \( c \geq 5 \) and for large enough \( n \). Does the inequality hold if we choose \( q(n) = \frac{1}{\log n} \)? Hint: Use the fact that \( \lim_{x \to \infty} (1 + \frac{\omega(x)}{x})^x = e^\omega \).

3.7. Suppose we are given an array \( S \) of size \( n \) representing the nodes of a set of linked lists. Each node \( i \) has at most one successor whose index is \( S(i) \). Show how to rank the nodes within each list optimally—i.e., in \( O(\log n) \) time, using a linear number of operations.

3.8. Fill in the details required to perform step 4 of Algorithm 3.3. Write down the loop to execute step 4.

3.9. Augment Algorithm 3.4 such that the list can be restored and all the nodes ranked after the contracted list is processed. Show how to restore the list in \( O(\log n) \) time, using a linear number of operations.

3.10. You are given a set of linked lists, some of whose nodes are marked with labels from a linearly ordered set. Let \( n \) be the total number of nodes. Develop an \( O(\log n) \) time EREW PRAM algorithm to find, for each list, the node that is marked with the minimum label. Your algorithm should use \( O(n) \) operations.

3.11. Suppose that a tree \( T \) is given by its adjacency lists without the additional pointers introduced in Section 3.2. Develop an algorithm to determine the Euler tour. What are the corresponding bounds for the running time and the total number of operations? Can you improve the performance of your algorithm if the degree of each vertex is bounded by a constant?

3.12. Let \( T \) be a tree represented by an array such that the children of each internal node occupy consecutive locations of the array and each internal node has the array indices to its first and last child in the array. Using this input representation, show how to compute the Euler tour of \( T \) efficiently.

3.13. The preorder traversal of a rooted tree \( T = (V, E) \) consists of a traversal of the root \( r \), followed by the preorder traversals of the subtrees of \( r \) from left to right. Show how to obtain the preorder number of each vertex \( v \) optimally in \( O(\log n) \) time on the EREW PRAM model, where \( n = |V| \).

3.14. Consider an arbitrary rooted tree \( T = (V, E) \) such that, for each vertex \( v \), you are given the next sibling of \( v \), denoted by \( s(v) \), and the first child of \( v \), denoted by \( f(c(v)) \). (If no sibling exists, then \( s(v) = 0 \); if \( v \) is a leaf, then \( f(c(v)) = 0 \)).

3.15. Given a rooted binary tree \( T = (V, E) \), with root \( r \), the inorder traversal of \( T \) consists of the inorder traversal of the left subtree of \( r \), followed by \( r \), followed by the inorder traversal of the right subtree. Develop an \( O(\log n) \) time algorithm to assign to each vertex of \( T \) its inorder number. Your algorithm should use \( O(n) \) operations.

3.16. Let \( T = (V, E) \) be a rooted directed tree such that \( V = \{1, 2, \ldots, n\} \) and \( E \) is represented by a set of adjacency lists that can support the Euler tour technique. You are given, for each vertex \( i \), a weight \( w(i) \). Develop an \( O(\log n) \) time algorithm to compute \( W(i) = \sum w(j) \), where the sum is over all vertices \( j \) on the path from \( i \) to the root of \( T \). Your algorithm must use a linear number of operations. Hint: Use a modified version of the pointer jumping technique. Decompose the vertices into bands such that each band contains the vertices between levels \( l \cdot k \) to \( (l + 1) \cdot k - 1 \) for the \( k \)th iteration. Apply the standard operations to a selected level in each band. After this process is completed, reverse the procedure to compute the \( W(i) \) values of the remaining vertices.

3.17. Let \( T = (V, E) \) be a binary tree with \( V = \{1, 2, \ldots, n\} \). We are given two arrays \( P \) and \( I \) such that \( P(j) \) and \( I(j) \) denote, respectively, the preorder and inorder numbers of vertex \( j \). Develop an \( O(\log n) \) time parallel algorithm to determine the left and the right children of each vertex, if they exist.

3.18. Provide an algorithm to determine the subexpressions corresponding to all the vertices of a rooted binary tree representing an arithmetic expression over the operators \( \{+, \times\} \). The algorithm described in Section 3.3.2 (Algorithm 3.7 properly modified) evaluates the expression at the root. Modify this algorithm so that the tree could be processed in the reverse order and all the subexpressions could then be evaluated. Your overall algorithm should run in \( O(\log n) \) time, using a linear number of operations.

3.19. Modify Algorithm 3.7 so that no auxiliary subarrays will be needed. The resulting algorithm should still run in \( O(\log n) \) time, using a linear number of operations.

3.20. You are given a binary tree such that each vertex \( v \) contains an item \( i \), from a linearly ordered set and a pointer \( p(v) \) to its parent (if \( v \) is the
root, then \( p(v) = 0 \). Develop an algorithm that, for each vertex \( v \), will compute the minimum item in the subtree rooted at \( v \). Your algorithm must run in \( O(\log n) \) time, using \( O(n) \) operations.

3.21. Let \( S = \{s_1, \ldots, s_k\} \) be a finite set, and let \( E = \{f: S \times S \rightarrow S\} \) be the set of binary functions on \( S \). Each such binary function is specified by a \( k \times k \) table \( T_f \), where \( T_f(i, j) \) contains the element of \( S \) corresponding to \( f(s_i, s_j) \). Let \( T \) be a binary tree such that its leaves are labeled by elements from \( S \), and each internal node \( u \) contains a function \( f_u \in E \). Develop a parallel algorithm to perform the corresponding algebraic computation on \( T \). State the running time and the total number of operations. Note that a function \( f \in E \) is not necessarily commutative or associative.

3.22. Let \( T = (V, E) \) be a binary tree. A subset \( V' \) of \( V \) is called a vertex cover if each edge of \( T \) has at least one endpoint in \( V' \). Develop an \( O(\log n) \) time parallel algorithm to determine a minimum vertex cover. Your algorithm should use a linear number of operations. Hint: An optimal sequential algorithm processes the tree bottom-up, by selecting nodes to be or not to be in the minimum cover. The algorithm selects the leaves not to be in the minimum cover, then selects each node connected to a leaf to be in the cover, and so on. Augment the \( \text{take} \) operation of the tree-contraction algorithm (Algorithm 3.7) to deduce a parallel algorithm.

3.23. Let \( T = (V, E) \) be an arbitrary tree. Develop an \( O(\log n) \) time algorithm to determine a minimum vertex cover of \( T \) using the algorithm that you developed to solve Exercise 3.22. Hint: Start by making \( T \) binary.

3.24. Let \( T = (V, E) \) be an arbitrary tree. A matching of \( T \) is a subset \( M \subseteq E \) such that no two edges of \( M \) share a vertex. Develop an \( O(\log n) \) time algorithm to compute a maximum matching of \( T \) using a linear number of operations. Hint: Make \( T \) binary and use the algorithm that you developed in Exercise 3.22.

3.25. Let \( T = (V, E) \) be a rooted tree with root \( r \), and let \( \text{size}(v) \) be the number of vertices in the subtree rooted at \( v \). The centroid level of a vertex \( v \) is given by \( \text{level}(v) = \lceil \log_2(\text{size}(v)) \rceil \).

a. Show that, for any given vertex \( v \), all the vertices with the same centroid level form a set of disjoint paths, one of which contains \( v \).

b. Develop an optimal EREW PRAM algorithm to decompose \( T \) into a set of disjoint paths, each of which is a maximal path with the property that all its vertices have the same centroid level. Each output path should be stored in a consecutive memory location in the same order as in the path.

3.26. Let \( T = (V, E) \) be an arbitrary tree with \( |V| = n \). A vertex \( v \) is a centroid of \( T \) if removing \( v \) generates subtrees each of size less than or equal to \( n/2 \). Develop an optimal \( O(\log n) \) EREW PRAM algorithm to find a centroid of \( T \).

3.27. Let \( T = (V, E) \) be a rooted binary tree such that each vertex \( v \) has a weight \( w_v \) associated with it. Let \( c \) be a positive constant. Assume that each internal vertex has exactly degree 2. Develop an optimal algorithm to select a maximal set \( M \) of edges whose removal generates components such that the total weight of each component is at least \( c \).

3.28. Let \( T \) be a complete binary tree whose vertices are identified by their inorder numbers. Let \( n = 2^t - 1 \) be the number of vertices, and let \( u \) be an arbitrary vertex. Suppose that \( i \) is the bit position of the rightmost 1, assuming that the positions are numbered starting from 0. (For example, if \( u = 8 = 01000 \), then \( i = 3 \).) Show that all the descendants of \( u \) have the same \( i \) least bits. Moreover none of the descendants of \( u \) has more than \( i \) consecutive rightmost 0 bits. Use these facts to identify uniquely the LCA of any two nodes of \( T \).

3.29. Show how to make Algorithm 3.8 an EREW algorithm without increasing the running time or the total number of operations.

3.30. Using an \( O(\log \log n) \) time algorithm to compute the prefix (or suffix) minima of an array of size \( n \) (see Exercise 2.19), develop an algorithm to solve the range-minima problem in \( O(\log \log n) \) time. What is the total number of operations used? Can you make your algorithm optimal? Explain your answer. Specify the PRAM model you need.

3.31. Given an array of length \( n \) containing a legal sequence of parentheses, determine for each left parenthesis in the sequence its matching right parenthesis. Your algorithm should run in \( O(\log n) \) time using a total of \( O(n) \) operations. Hint: Start by assigning a weight of \(+1\) to each left parenthesis and a weight of \(-1\) to each right parenthesis. Compute the prefix sums.

3.32. Given a legal arithmetic expression stored in an array of length \( n \), develop an algorithm to find the corresponding binary tree representation. You may assume that the operators appearing in the expression are restricted to \( \{+, -, \times\} \). Use the parenthesis-matching algorithm that you developed for Exercise 3.31. Your algorithm should run in \( O(\log n) \) time, using a total of \( O(n) \) operations.

3.33. Given a tree \( T = (V, E) \), such that \( |V| = n \), you wish to root \( T \) at a vertex \( r \) such that the corresponding rooted tree will be of minimum height. Develop an \( O(\log n) \) time algorithm to identify such a root. The total number of operations used must be linear. Assume that the tree representation is suitable for the Euler-tour computation.
3.34. Let \( A \) be an array \( A = (a_1, a_2, \ldots, a_n) \) of distinct elements drawn from a linearly ordered domain. A pair of elements \( (a_i, a_j) \) is a matching pair if \( i < j \) and \( a_i < a_j \). You wish to identify a set \( M \) of matching pairs such that the elements of \( A \) not in any matching pair in \( M \) form a strictly decreasing sequence in the order they appear in \( A \).

a. Develop an \( O(n) \) sequential time algorithm to obtain such a set \( M \).

b. Show how to obtain such a set in \( O(\log n) \) parallel time on the PRAM model. What is the total number of operations used?

**Hint:** Use a balanced binary tree on the \( a_i \)’s.

3.35. “Two rooted trees \( T = (V, E) \) and \( T' = (V', E') \) are isomorphic if there exists an isomorphism \( f: V \rightarrow V' \) that maps the children of a vertex \( v \) into the children of \( f(v) \). Develop a parallel algorithm to test whether two rooted trees are isomorphic. **Hint:** A linear-time sequential algorithm assigns labels to the vertices level by level using a bucket-sorting algorithm to combine the labels of the children of each vertex. A possible parallel version consists of identifying a centroid of each tree, making a recursive call to each of the resulting subtrees, then combining the labels.

3.36. Let \( S = \{S_1, S_2, \ldots, S_n\} \) be a family of sets whose elements are drawn from a universal set \( U \). The **intersection graph** \( G_S = (V_S, E_S) \) of \( S \) is such that \( V_S = \{v_1, \ldots, v_n\} \), each \( v_i \) representing \( S_i \), and \( (v_i, v_j) \in E_S \) if and only if \( S_i \cap S_j \neq \emptyset \). If \( S \) is a set of intervals on the real line, then \( G_S \) is called an interval graph. Develop an algorithm to determine a minimum coloring of an interval graph that runs in \( O(\log n) \) time, where \( n \) is the number of vertices. What is the total number of operations?

3.37. Let \( T = (V, E) \) be an arbitrary tree given by its adjacency lists with the additional pointers to support the Euler-tour construction. Suppose that \( |V| = n = 2^k \). Let \( \text{preorder}(v) \) be the preorder number of \( v \). Define \( g(v) \) to be the number that has the maximal number of rightmost 0 bits in the closed interval \( [\text{preorder}(v), \text{preorder}(v) + \text{size}(v) - 1] \).

a. Show that \( g \) partitions \( T \) into paths such that each path consists of the vertices with the same \( g \) value.

b. Let \( T' = (V', E') \) be the complete binary tree on \( n \) vertices. Identify each vertex \( v \) with its inorder number. Show that \( g \) maps each \( v \in V \) into \( g(v) \in V' \) such that the descendants of \( v \) are mapped into descendants of \( g(v) \) in \( T' \).

c. Show that, for each \( v \in V \), the number of the distinct \( g \) values of all the ancestors of \( v \) is at most \( \log n \). Show how to record all these \( g \) values using a single string of \( O(\log n) \) bits.

d. Using the facts given, deduce a solution to the LCA problem. The corresponding preprocessing algorithm should run in \( O(\log n) \) time, using a total of \( O(n) \) operations. No concurrent-read or concurrent-write capability is needed.
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Searching, Merging, and Sorting

The task of processing a table consisting of records whose keys come from a linearly ordered set arises in many practical situations. Examples of specific processing tasks include searching for a key in the table and sorting the keys of the table. Such tasks typically involve repeated applications of comparison and data-movement operations. We assume that each key is an atomic unit that cannot be manipulated as an integer or as a string of bits. This class of problems has a rich mathematical theory that still attracts a substantial research interest.

In this chapter, optimal algorithms for basic problems in searching, merging, and sorting are presented. Several algorithmic techniques are explored, including parallel searching (Section 4.1), partitioning (Section 4.2), pipelined or cascading divide-and-conquer (Section 4.3), and bitonic sorting (Section 4.4). These techniques are used to develop efficient parallel algorithms for searching, merging, selection, and sorting. In addition, we introduce for the first time in this book lower-bound proofs on the parallel complexity of certain problems (Section 4.6). These proofs are especially tailored for the class of comparison problems considered in this chapter.
4.1 Searching

Let \( X = (x_1, x_2, \ldots, x_n) \) be \( n \) distinct elements drawn from a linearly ordered set \((S, \leq)\) such that \( x_1 < x_2 < \cdots < x_n \). Given an element \( y \in S \), we are interested in solving the following search problem: identify the index \( i \) for which \( x_i \leq y < x_{i+1} \), where \( x_0 = -\infty \) and \( x_{n+1} = +\infty \), and \( -\infty \) and \( +\infty \) are two elements that are added to \( S \) and that satisfy \( -\infty < x < +\infty \), for all \( x \in S \).

The well-known binary search method solves this problem in \( O(\log n) \) optimal sequential time. This method consists of comparing \( y \) with the middle element of \( X \). Based on the outcome of this comparison, the search either is terminated with a success or it can be restricted to the upper or the lower half of \( X \). The process is repeated until either an element \( x_i \) is encountered such that \( y = x_i \), or the size of the subarray under consideration is equal to 1. Hence, in either case, the solution is determined.

A natural extension of the binary search method to parallel processing is parallel searching, in which we compare \( y \) concurrently with several elements of \( X \), say \( p \) elements of \( X \), which split \( X \) into \( p + 1 \) segments of almost equal lengths. The outcome of this parallel comparison step is either to identify an element \( x_i \) that is equal to \( y \), or to restrict the search to one of the \( p + 1 \) segments. We repeat this process until either an element \( x_i \) is encountered such that \( y = x_i \) or the number \( t \) of elements in the subarray under consideration is no more than \( p \). In the former case, the solution is found; in the latter case, the solution can be determined by \( t \) comparisons being made in parallel.

In this section, we shall not use the WT framework to present and analyze our parallel-search algorithm. Instead, the algorithm is couched within the alternative time-processors framework. The parameter \( p \) that we introduced can be viewed as the number of processors available on our PRAM model.

The parallel-search algorithm for processor \( P_j \) is given next, where \( 1 \leq j \leq p \). Processor \( P_j \) is responsible for various initializations and for taking care of the boundary cases. The variable \( c_{j+1} \) is used to indicate the outcome of the comparison performed in a given step; the indices \( l \) and \( r \) are pointers to the (left and right) boundaries of the current subarray under consideration.

**Algorithm 4.1**

(Parallel Search for Processor \( P_j \))

**Input:** (1) An array \( X = (x_1, x_2, \ldots, x_n) \) such that \( x_1 < x_2 < \cdots < x_n \); (2) an element \( y \); (3) the number \( p \) of processors, where \( p \leq n \); (4) the processor number \( j \), where \( 1 \leq j \leq p \).

**Output:** An index \( i \) such that \( x_i \leq y < x_{i+1} \).

**EXAMPLE 4.1:**

Let \( X \) be the array \( X = (2, 4, 6, \ldots, 30) \) consisting of all even integers between 2 and 30, and let \( y = 19 \). Suppose that \( p = 2 \). After the execution of step 1, \( P_1 \) will set \( l = 0, r = 16, c_0 = 0, c_3 = 1, x_0 = -\infty, x_{16} = +\infty \). The while loop runs for three iterations; the effect of each such iteration is shown in the following table:

<table>
<thead>
<tr>
<th>iteration</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_0 )</td>
<td>0</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>( q_1 )</td>
<td>5</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>10</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>( q_3 )</td>
<td>16</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( l )</td>
<td>5</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>( r )</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

During the execution of step 3.1, \( P_1 \) sets \( c_1 = 1 \). Hence, at step 3.2, \( P_1 \) verifies that \( c_0 < c_1 \) and returns the index 9.
We are ready for the following theorem.

**Theorem 4.1:** Given an array \( X = (x_1, x_2, \ldots, x_n) \) with \( x_1 < x_2 < \ldots < x_n \) and an element \( y \), Algorithm 4.1 determines the index \( i \) such that \( x_i \leq y < x_{i+1} \). The parallel time required is \( O\left(\frac{\log (n+1)}{p}\right) \), where \( p \) is the number of processors used.

**Proof:** The correctness proof is simple and is left to the reader (see Exercise 4.2).

As for the number of steps, notice that, after the \( i \)th iteration of the while loop, the size of the subarray to be searched is reduced from \( s_i = r - l = s_{i-1} + 1 \) to \( s_{i+1} = s_i - p = \frac{s_i}{p+1} + p \), which is the maximum possible length of the \( (p + 1) \)st segment. Setting \( s_0 = n + 1 \), it is straightforward to check that \( s_i \leq \frac{s_i - 1}{(p+1)^i} + p + 1 \) satisfies this recurrence. Therefore, the number of iterations needed is \( O\left(\frac{\log (n+1)}{\log (p+1)}\right) \), and each iteration takes \( O(1) \) time. Hence, the while loop requires \( O((n+1)\log (p+1)) \) time. Since step 3 takes \( O(1) \) time, the time bound stated in the theorem follows.

**PRAM Model:** Algorithm 4.1 can be implemented on the CREW PRAM with \( p \) processors. A concurrent-read capability is needed, since \( l, r \) and the search key \( y \) need to be accessed by all the processors. Surprisingly, we can show that \( \Omega(\log n - \log p) \) parallel steps are required on the EREW PRAM model even if the search key is made available to all the processors (see Section 10.3). Hence, no significant speedup can be achieved on the EREW PRAM model for any number \( p \) of processors such that \( p \leq n^c \), where \( c \) is any constant satisfying \( 0 < c < 1 \).

**Remark 4.1:** According to our notion of optimality, a parallel-search algorithm is optimal if its total number of operations is asymptotically equal to the sequential complexity \( \Theta(\log n) \) of the search problem. Hence, Theorem 4.1 shows that optimality on the CREW PRAM is achieved only when \( p \) is constant and hence \( T(n) = \Theta(\log n) \). However, we show in Section 4.6 that the performance of Algorithm 4.1 cannot be improved.

4.2 Merging

We have already considered the problem of merging two sorted sequences in Section 2.4. Based on the partitioning strategy, an \( O(\log n) \)-time parallel algorithm was presented there. The corresponding total work is \( O(n) \); hence, the algorithm is optimal.

In this section, we refine the previous partitioning strategy to obtain an optimal \( O(\log \log n) \) time algorithm that runs on the CREW PRAM. This problem is one of the few known to have such a fast algorithm on the CREW PRAM. Compare the merging problem with the simple problem of computing the maximum of \( n \) elements, which requires \( \Omega(\log n) \) parallel steps on the CREW PRAM, regardless of the number of the processors available. Therefore, the existence of an optimal \( O(\log \log n) \) time merging algorithm that runs on the CREW PRAM is perhaps surprising.

We start by recalling a few definitions presented in Section 2.4. The **rank** of an element \( x \) in a given sequence \( X \), denoted by \( \text{rank}(x : X) \), is the number of elements of \( X \) that are less than or equal to \( x \). If \( X \) is sorted, it is useful to define the **predecessor** of an arbitrary element \( x \) to be the element \( y \) of \( X \) such that \( r = \text{rank}(x : X) \). **Ranking** a sequence \( Y = (y_1, y_2, \ldots, y_m) \) in \( X \) amounts to computing the integer array \( \text{rank}(Y : X) = (r_1, r_2, \ldots, r_m) \), where \( r_i = \text{rank}(y_i : X) \).

4.2.1 RANKING A SHORT SEQUENCE IN A SORTED SEQUENCE

Let \( X \) be a sorted sequence with \( n \) distinct elements, and let \( Y \) be an arbitrary sequence of size \( m \) such that \( m = O(n^s) \), where \( s \) is a constant that satisfies \( 0 < s < 1 \). The parallel-search algorithm (Algorithm 4.1) can be used to rank each element of \( Y \) in \( X \) separately. We set the number \( p \) of processors of this algorithm to \( p = \lfloor \frac{m}{\log n} \rfloor = \Omega(n^{1-s}) \). Then, each element of \( Y \) can be ranked in \( X \) in \( O(\log (n+1)/\log (p+1)) = O(1) \) time. The total number of operations used to rank each such element is \( O(nm) \), since \( p = \lfloor \frac{m}{\log n} \rfloor \), and the running time is \( O(1) \). We therefore have the following lemma.

**Lemma 4.1:** Let \( Y \) be an arbitrary sequence with \( m \) elements, and let \( X \) be a sorted sequence with \( n \) distinct elements such that \( m = O(n^s) \) for some constant \( 0 < s < 1 \). Then, all the elements of \( Y \) can be ranked in \( X \) in \( O(1) \) time using a total of \( O(n) \) operations.

**PRAM Model:** The parallel-search algorithm (Algorithm 4.1) requires a concurrent-read capability. Hence, the procedure referred to in Lemma 4.1 requires the CREW PRAM model.

4.2.2 A FAST MERGING ALGORITHM

Consider the problem of determining \( \text{rank}(B : A) \) for sorted sequences \( A \) and \( B \) of lengths \( n \) and \( m \), respectively. Assume that all the elements of \( A \) and \( B \) are distinct and hence that no element of \( A \) appears in \( B \).
EXAMPLE 4.2:
Let \( A = (-5, 0, 3, 4, 17, 18, 24, 26) \) and \( B = (1, 2, 15, 21) \). At termination of step 2, we obtain \( b_7 = \frac{3}{2} \) and \( b_8 = \frac{1}{2} \). Consequently, \( \text{rank}(A) = 2 \), \( \text{rank}(B) = 1 \), and \( \text{rank}(A) = 1 \). Whenever it occurs, increase \( \text{rank}(A) \) by 1. Therefore, we get the array
\[
\begin{align*}
\text{array}(A) &= (1, 2, 2, 2, 2, 2, 2, 2) \\
\text{array}(B) &= (1, 2, 1, 1) \\
\text{array}(C) &= (2, 2, 2, 2, 2) \\
\text{array}(D) &= (1, 2, 1, 1) \\
\text{array}(E) &= (2, 2, 2, 2, 2) \\
\end{align*}
\]

ALGORITHM 4.2
(Ranking a Sorted Sequence in Another Sorted Sequence)

Input: Two arrays \( A = (a_1, \ldots, a_n) \) and \( B = (b_1, \ldots, b_m) \).

Output: The array \( \text{rank}(B, A) = (r_1, r_2, \ldots, r_m) \).

begin
1. \( m < n \), then rank the elements of \( B \) by applying the parallel search algorithm (Algorithm 4.1) with \( p = \infty \), and call it \( B \).
2. Concurrently rank the elements of \( A \) by applying the parallel search algorithm (Algorithm 4.1) with \( p = \infty \), and call it \( A \).
3. For \( 1 \leq i \leq m 
\]
\[
\begin{align*}
\text{array}(A) &= (1, 2, 2, 2, 2, 2, 2, 2) \\
\text{array}(B) &= (1, 2, 1, 1) \\
\text{array}(C) &= (2, 2, 2, 2, 2) \\
\text{array}(D) &= (1, 2, 1, 1) \\
\text{array}(E) &= (2, 2, 2, 2, 2) \\
\end{align*}
\]

end

Algorithm 4.2 can be used to compute the rank of the elements of \( B \) in \( A \). The algorithm is given next. Figure 4.1 illustrates the partitions introduced in the algorithm.

As in Section 4.4, we use the partitioning strategy to merge the two sequences \( A \) and \( B \). We rank a set of \( \sqrt{m} \) elements of \( B \) in the sorted sequence \( A \). The computed ranks \( \text{rank}(B, A) \) of the elements of \( B \) has to be between two of the chosen elements of \( B \). Hence, the block of \( A \) has to fit between two of the blocks of \( B \). The algorithm is given next. Figure 4.1 illustrates the partitions introduced in the algorithm.
**Proof:** The correctness proof will be by induction on \( m \).

The base case \( m = 3 \) corresponds to ranking a sequence \((b_1, b_2, b_3)\) in \( A \). Step 1 settles this case.

Suppose that the induction hypothesis holds for all \( m' < m \), where \( m \geq 4 \). We establish the fact that all the elements in \( B \) are strictly between \( a_{i(j)} \) and \( a_{i(j)+1} \) for any \( i \) such that \( 0 \leq i \leq \sqrt{m} - 1 \).

Any element \( p \) in \( B \) satisfies \( b_{i' \sqrt{m}} < p < b_{(i+1)' \sqrt{m}} \). Since \( j(i) = \text{rank}(b_{i' \sqrt{m}} : A) \) and \( j(i+1) = \text{rank}(b_{(i+1)' \sqrt{m}} : A) \), we have \( a_{j(i)} < b_{i' \sqrt{m}} \) and \( b_{(i+1)' \sqrt{m}} < a_{j(i+1)} \), and thus \( a_{j(i)} < p < a_{j(i+1)} \). This result implies that any element \( p \) of block \( B \) fits somewhere in block \( A \), and therefore \( \text{rank}(p : A) = j(i) + \text{rank}(p : A) \), since \( j(i) \) is the number of elements in \( A \) preceding \( A \).

Hence the correctness proof follows by induction.

We now establish the complexity bounds. Let \( T(n, m) \) be the parallel time it takes to rank \( B \) in \( A \), where \( |B| = m \) and \( |A| = n \).

Step 2 invokes \( \sqrt{m} \) calls to the parallel-search algorithm (Algorithm 4.1) with \( p = \sqrt{m} \). The running time is \( O(\log (n + 1)/\log (\sqrt{n} + 1)) = O(1) \), and the total number of operations required is \( O(\sqrt{n} \log n) = O(n + m) \) (since \( 2\sqrt{m} \sqrt{n} \leq n + m \)). Except for the recursive calls, steps 3 and 4 trivially take \( O(1) \) time, with \( O(n + m) \) operations.

Let \( |A_i| = n_i \), for \( 0 \leq i \leq \sqrt{m} - 1 \). The recursive call corresponding to the pair \((B_i, A_i)\) takes \( T(\sqrt{n_i} \sqrt{m}) \) time. Hence, \( T(n, m) \leq \max T(\sqrt{n_i} \sqrt{m}) + O(1) \), and \( T(n, 3) = O(1) \). A solution to this recurrence is given by \( T(n, m) = O(\log \log m) \). Since the number of operations required for each set of recursive calls is \( O(n + m) \), the total number of operations used by Algorithm 4.2 is thus \( O((n + m) \log \log m) \).

**PRAM Model:** Algorithm 4.2 requires the CREW PRAM model because the parallel-search algorithm requires that model.

**Remark 4.2:** Algorithm 4.2 is given in the WT presentation framework. The corresponding processor allocation problem is not straightforward. The reader is asked to provide the details in Exercise 4.11.

As indicated in Section 2.4, we can solve the problem of merging two sorted sequences \( A \) and \( B \) by computing the two arrays \( \text{rank}(A : B) \) and \( \text{rank}(B : A) \). Therefore, the following result follows immediately from Lemma 4.3.

**Corollary 4.1:** Let \( A \) and \( B \) be two sorted sequences, each of length \( n \). Merging \( A \) and \( B \) can be done in \( O(\log \log n) \) time, using a total of \( O(n \log \log n) \) operations.

**4.2.3 An Optimal Fast Merging Algorithm**

The previous fast merging algorithm (Algorithm 4.2) is clearly nonoptimal. As is usually the case, the fast nonoptimal algorithm is used to solve a suitably chosen reduced-sized version generated by an optimal (and slow) algorithm.

Assume for the remainder of this section that \( m = n \). The details for the more general case are left to Exercise 4.12.

We begin by partitioning \( A \) and \( B \) into blocks, each of size less than or equal to \( \log n \). Say \( A = (A_1, A_2, \ldots) \) and \( B = (B_1, B_2, \ldots) \). We then let \( A' = (p_1, p_2, \ldots) \), where \( p_i \) is the first element of block \( A_i \) of \( A \) and \( B' = (q_1, q_2, \ldots) \), where \( q_i \) is the first element of block \( B_i \) of \( B \). As a result, \( |A'| = O(n/\log n) \) and \( |B'| = O(n/\log n) \). Then, we rank the elements of \( A' \) in \( B \) and the elements of \( B' \) in \( A \). The merging problem is now reduced to merging nonoverlapping pairs of subsequences; each subsequence is of length \( O(\log \log n) \). The details are as follows:

1. Merge \( A' = (p_1, p_2, \ldots) \) and \( B' = (q_1, q_2, \ldots) \) using the fast nonoptimal algorithm (Algorithm 4.2).

   **Explanation:** Algorithm 4.2 can be used to perform the merging of \( A' \) and \( B' \) in \( O(\log \log n) \) time using a total of \( O(n) \) operations. At this point, we have computed the two arrays \( \text{rank}(A' : B') \) and \( \text{rank}(B' : A') \).

2. Determine the two arrays \( \text{rank}(A' : B) \) and \( \text{rank}(B' : A) \).

   **Explanation:** Let \( \text{rank}(p_i : B) = t_i \); hence, \( p_i \) must fit somewhere in block \( B_{t_i} \) since \( t_i < p_i < t_{i+1} \) (see Fig. 4.2). For each \( p_i \), we can determine its exact location in \( B_i \) by using a simple sequential algorithm (or binary search algorithm). This algorithm takes \( O(\log \log n) \) sequential time per element. Since we have \( \leq \frac{n}{\log \log n} \) such elements, the array \( \text{rank}(A' : B) \) can be determined in \( O(\log \log n) \) parallel time, using a total of \( O(n) \) operations. Similarly, we can obtain \( \text{rank}(B' : A) \) in \( O(\log \log n) \) time, using a total of \( O(n) \) operations.

3. For each \( i \), determine the ranks of the elements \( A_i \) in \( B \), and, for each \( k \), the ranks of the elements \( B_k \) in \( A \).

   **Explanation:** We computed \( \text{rank}(A' : B) \) and \( \text{rank}(B' : A) \) by the end of step 2. Let \( \text{rank}(p_i : B) = j(i) \) and \( \text{rank}(q_k : A) = j(k) \). Recall that \( p_i \) is the first element of block \( A_i \) and \( q_k \) is the first element of block \( B_k \), where each \( A_i \) and each \( B_k \) is of size less than or equal to \( \log \log n \). In step 3, we determine the ranks of the remaining elements in each \( A_i \) and \( B_k \).

   Given the facts that \( \text{rank}(p_i : B) = j(i) \) and that \( p_i \) is the first element of \( A_i \), all the elements of \( A_i \) must lie between \( b_{j(i)} \) and \( b_{j(i)+1} \). Hence, if \( j(i) = j(i + 1) \), each element of \( A_i \) has rank \( j(i) \) in \( B \).
Suppose that \( j(i + 1) > j(i) \). In this case, all the elements \( b_{j(i)+1}, \ldots, b_{j(i+1)} \) fit between \( p_i \) and \( p_{i+1} \). If the number of such elements (that is, \( j(i + 1) - j(i) \)) is less than \( \log \log n \), then we can merge \( A_i \) with the corresponding subarray of \( B \) in \( O(\log \log n) \) sequential time. Otherwise, there exist elements of \( B \)—say, \( q_k, q_{k+1}, \ldots, q_{k+s} \)—that lie between \( b_{j(i)+1} \) and \( b_{j(i+1)} \) (see Fig. 4.3). Since the ranks \( j(k), j(k + 1), \ldots, j(k + s) \) of \( q_k, q_{k+1}, \ldots, q_{k+s} \) are already known, our problem is reduced to merging no more than \( s + 2 \) pairs of subranges, each pair containing \( O(\log \log n) \) elements (see Fig. 4.3). Note that the subsequences are completely disjoint. Hence, this merging can be done in \( O(\log \log n) \) time, using a linear number of operations (in the total size of the subsequences involved).

This process can be performed concurrently for all blocks \( A_i \).

In summary, the optimal merging algorithm consists of three main steps:

1. Partition \( A \) and \( B \) into blocks \( A = (A_1, A_2, \ldots) \) and \( B = (B_1, B_2, \ldots) \) such that each block is of size \( \leq \log \log n \). Use the fast but nonoptimal algorithm (Algorithm 4.2) to merge \( A' = (p_1, p_2, \ldots) \) and \( B' = (q_1, q_2, \ldots) \), where \( p_i \) and \( q_i \) are the first elements of \( A_i \) and \( B_i \), respectively.

2. Each \( p_i \) can now be located in a block \( B_{j(i)} \), hence, its exact rank in \( B \) can be determined easily, since \( |B_{j(i)}| \leq \log \log n \). The ranks of all the \( p_i \)'s in \( B \) are determined concurrently. Similarly the ranks of the \( q_i \)'s in \( A \) are determined concurrently.

3. Since the exact ranks of the elements of \( A' \) in \( B \) and the exact ranks of \( B' \) in \( A \) are known, the merging problem is reduced to a set of nonoverlapping merging subproblems; each of the corresponding pairs of subsequences involves \( O(\log \log n) \) elements. All the merging subproblems can now be solved concurrently in \( O(\log \log n) \) time, using a linear number of operations.

FIGURE 4.2
Step 2 of the optimal merging procedure. Since \( \text{rank}(p_i) < r \), where \( B' = (q_1, q_2, \ldots) \), we have that \( q_i < p_i < q_{i+1} \); hence, \( p_i \) must fit somewhere in block \( B_{j(i)} \).

FIGURE 4.3
Step 3 of the optimal merging algorithm. Each \( A_i \) and \( B_i \) block is approximately of size \( \log \log n \). The case depicted corresponds to \( j(i + 1) - j(i) \) being much larger than \( \log \log n \). An arrow, say from \( A_i \) to \( B_{j(i)} \), indicates that \( p_i \) must fit after \( B_{j(i)} \). Any consecutive pair of arrows determines two subsequences that have to be merged.
Therefore we have the following theorem.

**Theorem 4.2:** The problem of merging two sorted sequences each of length \( n \) can be done in \( O(\log \log n) \) time, using a total of \( O(n) \) operations.

**PRAM Model:** A concurrent-read capability is required by the optimal fast merging algorithm since, for example, it uses the fast nonoptimal merging algorithm (Algorithm 4.2), which requires concurrent-read operations. However, no concurrent write was used, and therefore the optimal \( O(\log \log n) \) time algorithm can be implemented on the CREW PRAM model.

As we shall show in Section 4.6, \( \Omega(\log \log n) \) parallel steps are required to merge two sorted sequences each of length \( n \), even on any CRCW PRAM model with \( n \log^a n \) processors, for any constant \( a \). Hence, the optimal time fast merging algorithm cannot be improved as long as we insist on optimality; that is, it is work-time (WT) optimal.

If we are provided with additional information, however, we may be able to perform merging faster. We now discuss a case which pertains to the \( O(\log n) \) time sorting algorithm described in Section 4.3.2.

### 4.2.4 MERGING WITH THE HELP OF A COVER

Let \( c \) be a positive integer. A sorted sequence \( X \) will be called a \( c \)-cover of another sorted sequence \( Y \) if \( Y \) has at most \( c \) elements between each pair of consecutive elements in \( X = (a_1, a_2, \ldots, a_n) \). More precisely, given any two consecutive elements \( \alpha \) and \( \beta \) of \( X \), then the set \( \{y : y \in Y \text{ and } \alpha \leq y \leq \beta\} \) has at most \( c \) elements.

**Example 4.3:**

The sequence \( X = (-1, 15, 21, 23) \) is a 4-cover of \( Y = (-10, -5, -2, -1, 4, 5, 10, 12, 20, 22, 26, 31, 50) \). Consider, for example, the two consecutive elements \( -1 \) and \( 15 \) of \( X \), then 15 elements of \( Y \) between \( -1 \) and 15 are 4.

**Lemma 4.3:** Let \( A \) and \( B \) be two sorted sequences of lengths \( n \) and \( m \), respectively, and let \( X \) be a \( c \)-cover of \( A \) and \( B \) for some constant \( c \). If \( \text{rank}(X:A) \) and \( \text{rank}(X:B) \) are known, then the problem of merging \( A \) and \( B \) can be solved in \( O(1) \) time, using \( O(|X|) \) operations.

**Proof:** Let \( X = (x_1, \ldots, x_s) \), \( \text{rank}(X:A) = (r_1, r_2, \ldots, r_s) \) and \( \text{rank}(X:B) = (t_1, t_2, \ldots, t_s) \). For each \( i, 1 \leq i \leq s + 1 \), let \( A_i = (a_{r_{i-1}+1}, \ldots, a_{r_i}) \) and \( B_i = (b_{t_{i-1}+1}, \ldots, b_{t_i}) \), where \( r_0 = t_0 = 0 \), and \( r_{s+1} = n, t_{s+1} = m \). Figure 4.4 illustrates the partitions of \( A \) and \( B \). Note that if \( A_i \) or \( B_i \) is empty (if \( r_{i-1} = r_i \) or \( t_{i-1} = t_i \), respectively). We now show how to compute \( \text{rank}(A:B) \). Computing \( \text{rank}(B:A) \) can be done in a similar fashion.

Suppose that \( A_i \neq \emptyset \) and let \( a \in A_i \). Then, \( \text{rank}(a : B) = t_{i-1} + \text{rank}(a : B_i) \), since \( b_{t_{i-1}} \leq a < b_{t_{i}} \). Hence, the problem reduces to determining \( \text{rank}(a : B_i) \). But \( |B_i| \leq c \), since \( X \) is a \( c \)-cover of \( B \). Hence, \( a \) can be ranked in \( B_i \) in \( O(1) \) sequential time. Therefore, the array \( \text{rank}(A:B) \) can be found in \( O(1) \) time using a linear number of operations.

**Remark 4.3:** Suppose we know that \( X \) is a \( c \)-cover of \( B \), and we are given \( \text{rank}(A:X) \) and \( \text{rank}(X:B) \). Then, the technique used in the proof of Lemma 4.3 allows us to determine \( \text{rank}(A:B) \) in \( O(1) \) time, using \( O(|A| + |X|) \) operations.

### 4.3 Sorting

The problem of sorting a sequence \( X \) is the process of rearranging the elements of \( X \) such that they appear in nondecreasing or nonincreasing order. The problem of sorting has been studied extensively in the literature because it is one of the most fundamental and important computational problems.
of its many important applications and because of its intrinsic theoretical significance. Many solution strategies have been studied in some depth and their actual performances reported.

In this section, we restrict ourselves to the modest goal of providing two possible parallel implementations of the merge-sort strategy on the PRAM model, each requiring \( O(n \log n) \) operations and hence optimal. The first implementation yields a simple parallel-sorting algorithm that runs in \( O(\log n \log \log n) \) time. The second is significantly more involved and depends on an intricate pipelining scheme; however, it results in an \( O(\log n) \) time sorting algorithm.

An additional parallel-sorting algorithm, called bitonic sorting, is described in Section 4.4. In Chapter 9 (Section 9.6), we describe and analyze a randomized quicksort algorithm.

### 4.3.1 A SIMPLE OPTIMAL SORTING ALGORITHM

As its name indicates, the merge-sort strategy is based on a merging procedure that is used to sort successively a number of larger and larger nonoverlapping subsequences until the whole sequence is sorted. One possible way to implement this strategy, referred to as two-way merge sort, is to start by sorting pairs of elements of the given sequence \( X \), and then to sort every pair of consecutive pairs, and so on, until \( X \) is sorted.

The two-way merge-sort algorithm can be also viewed as an application of the divide-and-conquer strategy that consists of (1) dividing the input sequence \( X \) into two subsequences, \( X_1 \) and \( X_2 \), of approximately the same size; (2) sorting \( X_1 \) and \( X_2 \) separately; and finally (3) merging the two sorted sequences.

The sequence of operations required by the two-way merge-sort algorithm can be represented by a binary tree as follows. Let \( T \) be a balanced binary tree with \( n \) leaves. The elements of \( X \) are distributed among the leaves, one per leaf. The nodes at height 1 represent the lists we obtain by merging the pairs of consecutive elements contained in the children nodes (leaves, in this case). More generally, each internal node represents the subsequence we obtain by merging the subsequences generated at the children nodes. Hence, each internal node represents the sorted list of the elements stored in its subtree.

Since we are interested in a parallel implementation of the merge-sort algorithm, our problem can be rephrased as follows. For each node \( v \) of the balanced binary tree \( T \), compute the sorted list \( L[v] \) containing all the elements stored in the subtree rooted at \( v \). Clearly, the root will contain the sorted list.

This process can be achieved in a fashion similar to that used in Algorithm 3.8 (the basic range-minima algorithm), which computes, for each node \( v \) of a balanced binary tree, the prefix minima and the suffix minima of the elements contained in the subtree rooted at \( v \). The only difference lies in the merging procedure. For our sorting algorithm, we use the optimal \( O(\log \log n) \) time merging procedure described in Section 4.2.

The formal algorithm is given next. The node \((h,j)\) of a binary tree is the \( j \)th node at height \( h \) ordered in a left to right fashion.

**Algorithm 4.3**

(Simple Merge Sort)

**Input:** An array \( X \) of order \( n \), where \( n = 2^l \) for some integer \( l \).

**Output:** A balanced binary tree with \( n \) leaves such that, for each \( 0 \leq h \leq \log n \), \( L(h,j) \) contains the sorted subsequence consisting of the elements stored in the subtree rooted at node \((h,j)\), \( 1 \leq j \leq n/2^h \).

begin
1. for \( 1 \leq j \leq n \) par do
   \( L(0,j) = X(j) \)
2. for \( h = 1 \) to \( \log n \) do
   for \( 1 \leq j \leq n/2^h \) par do
      Merge \( L(h-1,2j-1) \) and \( L(h-1,2j) \) into the sorted list \( L(h,j) \)
end

**Example 4.4:**

Consider the sequence \( X = (12, -5, -7, 51, 6, 28, 3, -8) \). Fig. 4.5 shows the binary tree with the initial contents of the leaves. During iteration \( h = 1 \), we get \( L(1,1) = (-5, 12) \), \( L(1,2) = (-7, 51) \), \( L(1,3) = (6, 28) \) and \( L(1,4) = (-8, 3) \). The next iteration causes the following two lists to be created: \( L(2,1) = (-7, -5, 51, 12) \) and \( L(2,2) = (-8, 3, 28) \). Finally, the list at the root is generated and is given by \( L(3,1) = (-8, -7, -5, 3, 6, 12, 28, 51) \).

**Theorem 4.3:** For each node \( v \) of the balanced tree \( T \), Algorithm 4.3 generates the sorted list \( L[v] \) consisting of the elements stored in the subtree rooted at \( v \). The running time of the algorithm is \( O(\log n \log \log n) \), and the total number of operations used is \( O(n \log n) \). Hence, this algorithm is optimal.

**Proof:** The correctness proof of Algorithm 4.3 is straightforward.

The number of iterations executed at step 2 is \( O(\log n) \). Since the total number of elements involved at each level is \( n \), each iteration takes \( O(\log \log n) \) time, using a total of \( O(n) \) operations if we use the optimal fast merging algorithm presented in Section 4.2. Hence, the theorem follows.
list \( L[v] \) that contains all the elements stored in the subtree rooted at \( v \). Note that the initial list \( A(u) \) of a leaf \( u \) could be empty.

**Example 4.5:**

Consider the tree \( T \) shown in Fig. 4.6(a). The list that should be generated at the indicated node is given by \((-9, -7, -6, 2, 5)\).

We start by making a couple of transformations. We replace each leaf \( u \) with a balanced binary tree with \( |A(u)| \) leaves such that each element of \( A(u) \) is stored in one of the leaves. The height of \( T \) has increased by \( O(\log(\max_k |A(u)|)) \), but each leaf of \( T \) now contains at most one element.

The second transformation is to force each internal node to have two children. If this is not the case, a leaf containing no elements can be inserted.

**Example 4.6:**

Applying the two transformations to the tree \( T \) given in Fig. 4.6(a), we obtain the tree \( T \) shown in Fig. 4.6(b).

Therefore, we assume for the remainder of this section that \( T \) is a binary tree such that at most one element is stored in a leaf node and every internal node has exactly two children.

**Pipelined Merge-Sort Algorithm.** We introduced in Section 4.2 the notion of a \( c \)-cover, and the integer array \( \text{rank}(A : B) \) corresponding to ranking a sorted list \( A \) in a sorted list \( B \). Before proceeding, we need to make the following additional definition.

Given a sorted list \( L \), the \( c \)-sample of \( L \), denoted by \( \text{sample}_c(L) \), is the sorted sublist of \( L \) consisting of every \( c \)th element of \( L \); that is, if \( L = (l_1, l_2, \ldots) \), then \( \text{sample}_c(L) = (l_c, l_{2c}, \ldots) \).

**Example 4.7:**

Let \( L = (4, 7, 8, 9, 11, 15, 38) \). Then \( \text{sample}_3(L) \) is given by \( \text{sample}_3(L) = (8, 15) \).

The parallel merge-sort strategy presented earlier is based on a forward traversal of the binary tree such that, for all vertices at a given height \( h \), the lists \( L[v] \) are completely determined before processing of the nodes at height \( h + 1 \) begins.

The pipelined (or cascading) divide-and-conquer strategy consists of determining \( L[v] \) over a number of stages such that, at stage \( s \), \( L_s[v] \) is an approximation of \( L[v] \) that will be improved at the next stage \( s + 1 \). At the
We now describe the procedure for determining \( L_s[v] \) precisely; later, we provide a correctness proof and an analysis of the resources required.

Let \( L_0[v] = \emptyset \) if \( v \) is an internal node; otherwise, \( L_0[v] \) consists of the item (if any) stored at the leaf \( v \). Let the altitude of a node \( v \) be defined as \( alt(v) = h(T) - level(v) \), where \( h(T) \) is the height of \( T \) and, as usual, \( level(v) \) is the length of the path from the root to \( v \). The list stored at an internal node \( v \) will be updated over the stages \( s \) satisfying \( alt(v) \leq s \leq 3alt(v) \).

We say that \( v \) is active during stage \( s \) if \( alt(v) \leq s \leq 3alt(v) \). The algorithm will update the list \( L_s[v] \) such that node \( v \) will be full—that is, \( L_s[v] = L[v] \) when \( s \geq 3alt(v) \). It is clear that, if this invariant can be maintained, then, after \( 3h(T) \) stages, the node at the root will be full, and all the nodes will contain their sorted lists.

An additional notation is needed before a description of the algorithm is given. Define \( Sample(L_s[x]) \) for an arbitrary node \( x \) as follows.

\[
Sample(L_s[x]) = \begin{cases} 
  sample_4(L_s[x]) & \text{if } s \leq 3alt(x); \\
  sample_2(L_s[x]) & \text{if } s = 3alt(x) + 1; \\
  sample_1(L_s[x]) & \text{if } s = 3alt(x) + 2.
\end{cases}
\]

Therefore, \( Sample(L_s[x]) \) is the sublist consisting of every fourth element of \( L_s[x] \) until it becomes full; then \( Sample(L_s[x]) \) is every other element in the following stage (that is, stage \( 3alt(x) + 1 \)), and every element in stage \( 3alt(x) + 2 \).

We next give a description of a general stage of the pipelined merge-sort algorithm that maintains the stated invariant. That is, for each node \( v \), \( L_s[v] \) will be full when \( s \geq 3alt(v) \).

**Algorithm 4.4**

(Pipelined Merge Sort)

**Input:** For each node \( v \) of a binary tree, a sorted list \( L_s[v] \) such that \( v \) is full whenever \( s \geq 3alt(v) \).

**Output:** For each node \( v \), a sorted list \( L_{s+1}[v] \) such that \( v \) is full whenever \( s \geq 3alt(v) - 1 \).

**Algorithm for stage \((s + 1)\):**

1. For all active nodes \( v \) pardon
2. Let \( u \) and \( w \) be the children of \( v \). Set \( L_{s+1}[u] = Sample(L_s[u]) \) and \( L_{s+1}[w] = Sample(L_s[w]) \).
3. Merge the two lists \( L_{s+1}[u] \) and \( L_{s+1}[w] \) into the sorted list \( L_{s+1}[v] \).

end
EXAMPLE 4.8:

Let $T$ be the binary tree shown in Fig. 4.7(a). The lists corresponding to a set of selected stages are shown in the table of Fig. 4.7(b). Note that, initially, no changes occur until stage $s = 3$. At the end of stage $s = 3$, all the nodes of altitude 1 (nodes $v_3$ and $v_6$, in this case) become full. Consider, for example, node $v_5$. Since $a(v_5) = 1$, $v_5$ is active during stage $s = 3$. In this case, $L_3[v_1] = \text{sample}_1(L_2[v_1]) = (7)$, and similarly $L_3[v_2] = (8)$. Hence, $L_3[v_5] = (7, 8)$. During this stage, we also obtain $L_3[v_6] = (1, 6)$.

The lists generated at several later stages are shown in the figure. Notice that, at the end of stage $s = 6$, the nodes at altitude 2 become full; at the end of stage $s = 9$, the nodes at altitude 3 become full. The root $v_{21}$ is active for all stages $5 \leq s \leq 15$. However, $L_4[v_{21}]$ remains empty until stage $s = 13$ since, at each of the previous stages, the lists of the children nodes $v_{19}$ and $v_{20}$ contain less than four elements. At the end of stage $s = 12$, nodes $v_{19}$ and $v_{20}$ become full and each contain at least four elements. Hence, at stage $s = 13$, $L_4[v_{21}] = (5, 15)$, which results from the merging of $\text{sample}_4(L[v_{19}])$ and $\text{sample}_4(L[v_{20}])$. At the end of stage $s = 15$, $L_{15}[v_{21}]$ consists of the sorted list of all the items stored in the tree.

We are ready to show that Algorithm 4.4 works correctly.

Lemma 4.4: Let $v$ be an arbitrary node of the binary tree $T$. Then, at the end of stage $s = 3a(l(v))$ of Algorithm 4.4, $v$ becomes full; that is, $L_s[v] = L[v]$.

\[\text{FIGURE 4.7 (continued)}\]
\[\text{FIGURE 4.7 (b)}\]
The lists arising during the execution of the indicated stages of the pipelined merge-sort algorithm.
Proof: The proof is by induction on alt(v). The claim is obviously true for all nodes satisfying alt(v) = 0, since they all are leaves satisfying initially L_0[v] = L[v].

Let v be a node with alt(v) = k > 0. If v is a leaf, then L_0[v] = L[v], and there is nothing to prove. Assume that v is an internal node with children u and w. Clearly, alt(u) = alt(w) = k - 1. By the induction hypothesis, u and w will become full at stage s' such that s' = 3(k - 1). During stage s' + 1, Sample(L_{s'}[u]) and Sample(L_{s'}[w]) will be merged to form L_{s'+1}[v]. But Sample(L_{s'}[u]) = sample3(L_{s'}[u]) = sample4(L_{s'}[w]), and similarly for w. During stage s' + 2, Sample(L_{s'+1}[u]) will consist of every other element of L_{s'}[v]; during stage s' + 3, Sample(L_{s'+1}[w]) = L_{s'}[v]. Similar arguments hold for node w. Hence, at stage s' + 3 = 3k = 3alt(v), L_{s'+1}[v] = L[v], and the lemma follows by induction.

The following lemma states that the size of each list can grow at most by roughly a factor of 2 after each stage. The proof is a simple induction on s and is left to the reader in Exercise 4.22.

Lemma 4.5: Let v be an arbitrary node of T and let s ≥ 1. Then, |L_{s+1}[v]| ≤ 2 |L_s[v]| + 4.

Remark 4.5: For a given stage s, the total number of elements stored in all the active nodes of T is given by n_s = \sum, where L_s[v] = \sum_{s', alt(v) ≤ s'} |L_{s'}[v]|. Note that, if a node v is full, where alt(v) = \lfloor s/3 \rfloor, none of its ancestors can be full. Thus, \sum_{alt(v) = \lfloor s/3 \rfloor} |L_{s'}[v]| ≤ n, where n is the number of leaves in T. Consider the active nodes at the level just above the level of these full nodes. There can be at most n/2 elements stored in these nodes, and at most n/4 elements stored at the level above them, and so on. Therefore, n_s = O(n).

Implementation Detail and Analysis. The only essential details left are to show how to perform step 2 of Algorithm 4.4 in O(1) time, using O(n_s) = O(n) operations.

We have already seen (Lemma 4.3) that the merging of two sorted lists A and B can be done optimally in O(1) time if we are given a c-cover X for A and B and if rank(X : A) and rank(X : B) are also given as a part of the input. Guided by this observation, we next show that, for each node v, the list L_s[v] is a 4-cover for L_{s+1}[v] and for L_{s+1}[w], where u and w are the children of v. We later show how the two arrays rank(L_{s}[v] : L_{s+1}[u]) and rank(L_{s}[v] : L_{s+1}[w]) can be generated efficiently.

Covers for the Lists to be Merged. We start by establishing the fact that Sample(L_{s-1}[v]) = L_{s-1}[v] is a 4-cover of Sample(L_{s}[v]) = L_{s+1}[v].

Lemma 4.6: Let v be an arbitrary node of T and let s ≥ 1. Then, L_{s+1}[v] is a 4-cover of L_{s-1}[v].

Proof: We prove a slightly stronger result. Let [a, b] be an interval with a, b ∈ \(-∞, L_{s-1}[v], +∞\). We say that [a, b] intersects (-∞, L_{s-1}[v], +∞) in k items (or that there are k items in common) if the number of elements x ∈ (-∞, L_{s-1}[v], +∞) such that a ≤ x ≤ b is equal to k. We use induction on s to establish the following claim.

Claim: If [a, b] intersects (-∞, L_{s-1}[v], +∞) in k ≥ 2 items, then [a, b] intersects L_{s+1}[v] in at most 2k items.

Proof of the Claim: The base case s = 1 is trivial, since no list has more than one element, and hence both L_{s-1}[v] and L_{s+1}[v] are empty.

Assume that the induction hypothesis holds up to stage s - 1; that is, for any stage t < s, we know that any interval [a', b'] with a', b' ∈ (-∞, L_{t}[v], +∞) intersects L_{t+1}[v] in at most 2k items, where k is the number of items common between [a', b'] and (-∞, L_{t}[v], +∞). We show that the claim holds for stage s.

Let [a, b] be an interval with a, b ∈ (-∞, L_{s-1}[v], +∞) such that the number of common items is k. Assume that s ≥ 3alt(v). The case where s ≥ 3alt(v) + 1 is straightforward, since L_{s-1}[v] = L_{s-1}[v] = L[v]. Since s ≤ 3alt(v), L_{s-1}[v] = sample4(L_{s-1}[v]), and hence [a, b] intersects (-∞, L_{s-1}[v], +∞) in 4k - 3 items.

Recall that we obtained L_{s-1}[v] by merging L_{s-1}[u] and L_{s-1}[w], where u and w are the children of v. Hence, the items belonging to [a, b] and L_{s-1}[v] must have come from the set L_{s-1}[u] ∪ L_{s-1}[w], where each list is viewed as a set of elements. Let [a_1, b_1] be the smallest interval containing [a, b] such that a_1, b_1 ∈ (-∞, L_{s-1}[u], +∞). Similarly define [a_2, b_2] such that a_2, b_2 ∈ (-∞, L_{s-1}[w], +∞). Let p be the number of elements in common between [a_1, b_1] and (-∞, L_{s-1}[u], +∞). Similarly, define q to be the number of elements in common between [a_2, b_2] and (-∞, L_{s-1}[w], +∞). Since we are assuming that all the elements are distinct, we obtain that p + q ≤ 4k - 1 (4k - 3) + 2, since two additional elements from [a_1, b_1, a_2, b_2] are included.

By the induction hypothesis, [a_1, b_1] intersects L_{s-1}[u] in at most 2p elements, and [a_2, b_2] intersects L_{s-1}[w] in at most 2q elements (see Fig. 4.8 for a pictorial representation of the relationships among the different lists involved). Now L_{s}[v] is just the list obtained after merging of L_{s-1}[u] and L_{s-1}[w]. Hence, [a, b] intersects L_{s}[v] in at most 2p + 2q ≤ 8k - 2 elements. Since L_{s+1}[v] = sample4(L_{s}[v]), we obtain that [a, b] intersects L_{s+1}[v] in at most 2k items, and the claim follows.
most four elements in $L_{i+1}[u]$ between $a'$ and $b'$. This result implies that there are at most four elements in $L_{i+1}[u]$ between $a$ and $b$, which proves that $L_i[v]$ is a 4-cover for $L_{i+1}[u]$.

We can establish in a similar fashion that $L_i[v]$ is a 4-cover of $L_{i+1}[w]$. □

Efficient Merging of the Samples. The next lemma shows how to maintain efficiently certain rank information, which will be used to perform the merging operations fast.

Lemma 4.7: Let $s \geq 2$ be a given stage number of Algorithm 4.4. Suppose that, for every internal node $v$ of $T$ and its two children $u$ and $w$, we are given the following information:

1. $\text{rank}(L_i[v]: L_{i+1}[v])$
2. $\text{rank}(L_i[u]: L_{i+1}[w])$
3. $\text{rank}(L_i[w]: L_{i+1}[u])$

Then, using $O(|L_{i+1}[u]| + |L_{i+1}[w]|)$ operations, we can compute the following information in $O(1)$ time:

1. $\text{rank}(L_{i+1}[v]: L_{i+2}[v])$
2. $\text{rank}(L_{i+1}[u]: L_{i+1}[w])$
3. $\text{rank}(L_{i+1}[w]: L_{i+1}[u])$

Proof: We first show how to obtain $\text{rank}(L_{i+1}[u]: L_{i+1}[w])$ within the stated bounds. Actually, the proof follows from Remark 4.3; for clarity, however, we provide the proof here.

Consider the array $\text{rank}(L_i[u]: L_{i+1}[u])$, which is given as a part of the input whenever $u$ is an internal node. Since $L_i[v]$ is a 4-cover of $L_{i+1}[u]$, by Lemma 4.6, the number of elements in $L_{i+1}[u]$ between any two consecutive elements of $(-\infty, L_i[u], +\infty)$ is at most 4. Let $S_i$ be the segment of $L_{i+1}[u]$ consisting of all the elements between the $i$th and the $(i + 1)$st elements—say, $p$ and $q$—of $L_i[u]$. Clearly, $|S_i| \leq 4$. We also know the ranks of $p$ and $q$ in $L_i[w]$, since the array $\text{rank}(L_i[u]: L_i[w])$ is given as a part of the input. We denote $\text{rank}(p: L_i[w])$ by $s_1$ and $\text{rank}(q: L_i[w])$ by $s_2$. Therefore, the elements of $S_i$ are known to lie in the segment $S'_i$ of $L_i[w]$ determined by the indices $s_1$ and $s_2$ (see Fig. 4.9 for an illustration).

The problem of generating $\text{rank}(L_{i+1}[u]: L_{i+1}[w])$ reduces to determining the relative ranks of each element of $S_i$ in the corresponding block $S'_i$. Since $|S_i| \leq 4$, however, we can use the parallel-search procedure (Algorithm 4.1) to determine the ranks of all the elements of $S_i$ in $S'_i$. Such computation takes $O(1)$ time, using $O(|S_i|)$ operations. Since, for $i \neq j$, $S_i$ and $S'_j$ do not overlap, the array $\text{rank}(L_{i+1}[u]: L_i[w])$ can be obtained in $O(1)$ time, using $O(|L_{i+1}[u]| + |L_i[w]|)$ operations.
We can easily determine the array \( \text{rank}(L'_{i+1}[u] : L'_{i+1}[w]) \) by using \( \text{rank}(L'_i[w] : L'_{i+1}[w]) \) and the fact that \( L'_i[w] \) is a 4-cover of \( L'_{i+1}[w] \). We can obtain the array \( \text{rank}(L'_{i+1}[w] : L'_{i+1}[u]) \) in a similar fashion.

We now consider the problem of determining \( \text{rank}(L'_{i+1}[v] : L'_{i+2}[v]) \). Recall that \( L'_{i+1}[v] \) is just a sample of \( L'_i[v] \), and that \( L'_i[v] \) is obtained by merging of \( L'_i[u] \) and \( L'_i[w] \).

Let \( p \) be any element of \( L'_i[u] \). We know the rank of \( p \) in \( L'_i[u] \), of course. We also know the rank of \( p \) in \( L'_i[w] \), since we have been given the array \( \text{rank}(L'_i[u] : L'_i[w]) \). Since \( \text{rank}(p : L'_i[v]) = \text{rank}(p : L'_i[w]) + \text{rank}(p : L'_i[u]) \), we know, for each \( p \in L'_i[u] \), the latter’s location in the array \( L'_i[v] \). Moreover, since the array \( \text{rank}(L'_i[u] : L'_i[w]) \) is also given, we know \( \text{rank}(p : L'_{i+1}[u]) \).

We can also obtain \( \text{rank}(p : L'_{i+1}[w]) \) as follows. Suppose that \( \text{rank}(p : L'_i[w]) = r_1 \). Then, \( p \) is between elements \( e \) and \( f \) at positions \( r_1 \) and \( r_1 + 1 \), respectively, of \( L'_i[w] \). Since \( \text{rank}(L'_i[w] : L'_{i+1}[w]) \) is known, we can determine in \( O(1) \) sequential time the boundaries of the segment \( S_{i+1} \) of \( L'_{i+1}[w] \) of all elements between \( e \) and \( f \) (see Fig. 4.10 for an illustration). Using the fact that \( L'_i[w] \) is a 4-cover of \( L'_{i+1}[w] \), we conclude that \( |S_{i+1}| \leq 4 \). Therefore, we can determine in \( O(1) \) sequential time \( \text{rank}(p : L'_{i+1}[w]) \).

Since \( \text{rank}(p : L'_{i+1}[v]) = \text{rank}(p : L'_{i+1}[u]) + \text{rank}(p : L'_{i+1}[w]) \), the rank of \( p \) in \( L'_{i+1}[v] \) can be determined in \( O(1) \) sequential time. However, since \( L'_{i+2}[v] \) is a sample of \( L'_{i+1}[v] \), we can obtain the rank of \( p \) in \( L'_{i+2}[v] \) in \( O(1) \) sequential time.

We can perform the same procedure for all the elements in \( L'_i[w] \). Therefore, we can determine \( \text{rank}(L'_i[v] : L'_{i+2}[v]) \) in \( O(1) \) time, using a linear number of operations. Once this value is determined, generating the array \( \text{rank}(L'_{i+1}[v] : L'_{i+2}[v]) \) can be done easily in \( O(1) \) time, using \( O(|L'_{i+1}|) \) operations.

**Corollary 4.4:** Under the hypothesis of Lemma 4.7, we can determine \( \text{rank}(L'_i[v] : L'_{i+1}[u]) \) and \( \text{rank}(L'_i[v] : L'_{i+1}[w]) \) in \( O(1) \) time using a linear number of operations.
Proof: For each \( p \in L_1[u] \), we know \( \text{rank}(p : L_1[w]) \) and \( \text{rank}(p : L_{1+1}[u]) \) from the given input (as listed in Lemma 4.7). Hence, we can trivially obtain \( \text{rank}(p : L_1[v]) \) and \( \text{rank}(p : L_{1+1}[u]) \) for each \( p \in L_1[u] \).

On the other hand, for each \( q \in L_1[w] \), we can deduce \( \text{rank}(q : L_1[v]) \) and \( \text{rank}(q : L_{1+1}[u]) \) in \( O(1) \) sequential time by using \( \text{rank}(L_1[w] : L_1[u]) \), \( \text{rank}(L_1[w] : L_{1+1}[u]) \), and the fact that \( L_1[w] \) is a 2-cover of \( L_{1+1}[u] \). Hence, we can determine in \( O(1) \) sequential time the rank of each element of \( L_1[v] \) in \( L_{1+1}[u] \). We can in a similar fashion determine \( \text{rank}(L_1[v] : L_{1+1}[w]) \).

The algorithm to compute \( L_{1+1}[v] \), for an arbitrary active node \( v \) with children \( u \) and \( w \), can be summarized as follows.

As a part of the input to stage \( s + 1 \), we are given the following rank information: (1) \( \text{rank}(L_1[u] : L_{1+1}[u]) \), (2) \( \text{rank}(L_1[w] : L_{1+1}[w]) \), (3) \( \text{rank}(L_1[u] : L_1[v]) \), and (4) \( \text{rank}(L_1[w] : L_{1+1}[u]) \). The main steps are these:

1. Compute \( \text{rank}(L_1[v] : L_{1+1}[u]) \) and \( \text{rank}(L_1[v] : L_{1+1}[w]) \) (Corollary 4.4).
2. Merge \( L_{1+1}[u] \) and \( L_{1+1}[w] \) using \( L_1[v] \) as a 2-cover for both lists (Lemma 4.3). The resulting list is \( L_{1+1}[v] \).
3. Update the necessary input information for stage \( s + 2 \) (Lemma 4.7).

Putting the Pieces Together. Combining all the facts shown in this section, we obtain the following theorem.

Theorem 4.4: Let \( T \) be a given binary tree such that each leaf \( v \) contains a list \( A(v) \). Let \( h(T) \) be the height of \( T \), and let \( m = \max_{v} |A(v)| \). Then, the pipelined merge-sort algorithm (Algorithm 4.4) generates, for each node \( v \) of \( T \), a sorted list \( L[v] \) containing all the items stored in the subtree rooted at \( v \). The overall algorithm runs in \( O(h(T) + \log m) \) time, using a total of \( O(n_1 + n_2)(h(T) + \log m) \) operations, where \( n_1 \) is the number of nodes in \( T \) and \( n_2 \) is the total number of items in \( T \).

Proof: The tree \( T' \) that we obtain from \( T \) by replacing each list \( A(v) \) with a balanced binary tree with \( |A(v)| \) leaves is of height less than or equal to \( h(T) + \log m \) and has no more than \( n_1 + n_2 \) leaves.

The pipelined merge-sort algorithm applied to \( T' \) consists of at most \( 3(h(T) + \log m) \) stages; each stage can be performed in \( O(1) \) time, using \( O(n_1 + n_2) \) operations (recall Remark 4.5, which states that the number of elements in all the active nodes of any stage is asymptotically the same as the number of leaves). Therefore, the running time is \( O(h(T) + \log m) \), and the number of operations is \( O((n_1 + n_2)(h(T) + \log m)) \).

Corollary 4.5: Sorting \( n \) elements can be done in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

PRAM Model: Concurrent read is used in the procedures outlined in Lemma 4.7. Hence, Algorithm 4.4 runs on the CREW PRAM model. This algorithm can be modified to run on the EREW PRAM, but the details required are nontrivial.

Remark 4.6: It is easy to check that, after an arbitrary stage \( s \) of the pipelined merge-sort algorithm, we can obtain \( \text{rank}(L_1[u] : L_1[v]) \), for a node \( v \) and a child \( u \), without any asymptotic increase in the resources used. Therefore, we can assume that, at the end of the algorithm, the array \( \text{rank}(L_1[u] : L_1[v]) \) is available. In addition, the lists generated at any sibling pair are cross-ranked. These facts will be used in Chapter 6 to derive optimal algorithms for several problems in computational geometry.

### 4.4 Sorting Networks

The importance of sorting has stimulated a considerable amount of research in the development of special-purpose hardware for sorting. The comparator network model for handling comparison problems is especially well suited for hardware implementation and has a rich theory. In this section, we shall introduce the classical bitonic sorting network, and outline several of its properties.

A comparator network is made up of comparators, where a comparator is a module whose two inputs are \( x \) and \( y \) and whose two ordered outputs are \( \min(x, y) \) and \( \max(x, y) \). A possible representation of a comparator is shown in Fig. 4.11(a). Note that the direction of the arrow used in this representation is significant.

An example of a comparator network that sorts is shown in Fig. 4.11(b). In this example, the input items are \( x_1, x_2, x_3, x_4 \), and the output items are \( y_1, y_2, y_3, y_4 \), which are numbered according to the sorted sequence.

The size of a comparator network is the number of comparators used in the network; the depth is the maximum number of comparators encountered when going from an input to an output. The sorting network shown in Fig. 4.11(b) is of size 5 and depth 3.

Our main goal in this section is to design comparator networks that sort in small depth and that have a small size. Given a comparator network that sorts, we can easily derive a parallel algorithm whose running time is asymptotically the same as the depth of the network, and whose total number of operations is asymptotically the same as the size of the network.
EXAMPLE 4.9:
Consider the sequence of numbers \( X = (-5, -9, -10, -5, 2, 7, 35, 37) \). This sequence is bitonic, since \(-10 < -5 < 2 < 7 < 35 \) and \(37 > -5 > -9\) (if \( j = 2 \) and \( l = 6 \) in the previous definition).

Unique Cross-Over Property of Bitonic Sequences. We now describe an important property of bitonic sequences, starting with special bitonic sequences.

Let \( X = (x_0, x_1, \ldots, x_{n-1}) \) be a sequence such that \( x_0 \leq x_1 \leq \cdots \leq x_{q-1} \) and \( x_{q} \geq x_{q+1} \geq \cdots \geq x_{n-1} \). This sequence can be represented by two vertical arrows, as shown in Fig. 4.12. The downward arrow represents a nondecreasing sequence, whereas the upward arrow represents a nonincreasing sequence.

There exists a unique horizontal line \( H \) that cuts the region between the two vertical arrows into two subregions, one labeled \( \leq \) and the other labeled \( > \), such that (1) an arbitrary pair of elements in the same subregion, one from the left column and the other from the right column, satisfies the relation indicated in its subregion; (2) every element in the left column of the subregion \( \leq \) is less than or equal to every element in the left column of the subregion \( > \). Property (2) holds also for the right column, as indicated by the inequalities. A horizontal line that induces two regions with these two properties is said to have the unique cross-over property.

4.4.1 OBLIVIOUS ALGORITHMS

Closely related to the comparator network model is the class of oblivious comparison algorithms.

Suppose that the input is given in an array \( A = (a_0, a_1, \ldots, a_{n-1}) \). The control flow of an oblivious algorithm does not depend on the particular values of the \( a_i \)'s. Hence, assume that the input is stored in locations \( 1, 2, \ldots, n \). Each step of the algorithm consists of a set of comparisons between the pairs of values stored in locations \((i_1, j_1), (i_2, j_2), \ldots, (i_p, j_p)\), where all the indices are distinct. For each such pair, the minimum value is stored in the first location and the maximum is stored in the second location (or vice versa) as a result of the comparison. In particular, the locations considered at a given step do not depend on the outcome of the previous comparisons made.

It is straightforward to map oblivious sorting algorithms directly onto comparator networks.

4.4.2 BITONIC SEQUENCES

Let \( X = (x_0, x_1, \ldots, x_{n-1}) \) be a sequence of elements drawn from a linearly ordered set. Assume that \( n = 2^k \), for some positive integer \( k \). The sequence \( X \) is called bitonic if, for some positive integer \( j < n \), we have \( x_{(j+1) \mod n} \leq x_{j \mod n} \leq \cdots \leq x_{(j+n-1) \mod n} \). That is, if we place the \( x_i \)'s on a circle in the order they appear in \( X \), the circle can be partitioned into two portions such that the subsequence defined by each portion is monotonic.
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Comparator networks. (a) Single comparator. (b) A sorting network.

![Figure 4.12](image)

Representation of a bitonic sequence. The horizontal line \( H \) corresponds to a cut with the unique cross-over property.
To check these two properties, we observe the following. Suppose that there exists an index $i$ such that $x_i > x_{\frac{n}{2} + i}$, where $0 \leq i \leq (n/2) - 1$. Let $l$ be the smallest such index. Then, consider the horizontal cut between $x_{l - 1}$ and $x_l$ (and also between $x_{\frac{n}{2} + i - 1}$ and $x_{\frac{n}{2} + i}$). For $0 \leq j \leq l - 1$, $x_j \leq x_{l - 1} \leq x_{\frac{n}{2} + i - 1} \leq x_{\frac{n}{2} + i - 2} \leq \ldots \leq x_1$, and hence $x_j$ is less than or equal to each element of the right-hand side in the subregion $\leq$. Note also that $x_j$ is less than or equal to each element of the left side in subregion $\geq$. Similarly, we can verify that, for each $j$ in the range $\frac{n}{2} \leq j \leq \frac{n}{2} + i - 1$, $x_j$ is greater than or equal to $x_k$ for any $k$, where $\frac{n}{2} + i \leq k \leq n - 1$.

Notice that, when $i = 0$, the horizontal cut $H$ is at the very top. If no index $i$ exists such that $x_i > x_{\frac{n}{2}}$, then the horizontal cut is at the very bottom.

**Example 4.10:**

Consider the bitonic sequence $X = (21, 18, 14, 10, -6, -4, 0, 1, 2, 19, 31, 30, 29, 22, 21, 21)$. When $X$ is viewed as a circular list, we have the following two monotonic subsequences: $(-6, -4, 0, 1, 2, 19, 31)$ and $(30, 29, 22, 21, 21, 18, 14, 10)$. A representation of $X$ is shown in Fig. 4.13. The sequence $X$ consists of a nonincreasing subsequence, followed by a nondecreasing subsequence, followed by a nonincreasing subsequence. The dotted line shown in the figure satisfies the unique cross-over property, as can be verified easily.

We now show that the unique cross-over property holds in general.

**Lemma 4.8:** Any bitonic sequence satisfies the unique cross-over property.

**Proof:** Using the representation developed previously, we have to show that there always exists a horizontal cut that splits the region into two subregions $\leq$ and $\geq$, satisfying the following two properties:

1. Given any $x_i$ and $x_j$ in the same subregion, where $x_i$ comes from the left side and $x_j$ comes from the right side, then $x_i \leq x_j$ if the subregion is $\leq$; otherwise, $x_i \geq x_j$.
2. Given any $x_i$ and $x_j$ in the same column $c$—say, $x_i$ in the subregion $\leq$ and $x_j$ in the subregion $\geq$—then $x_i \leq x_j$ if $c$ is the left column; otherwise, $x_i \geq x_j$.

Let $X = (x_0, x_1, \ldots, x_{n-1})$ be an arbitrary bitonic sequence. Without loss of generality, we assume that $x_0 \leq x_1 \leq \ldots \leq x_{l-1}$ and $x_{l+1} \geq x_{l+2} \geq \ldots \geq x_{n-1}$, for some index $l$. Otherwise, we can make a circular shift to put the given sequence in this form; the new sequence has a horizontal cut with the unique cross-over property if and only if the original sequence has the same property.

Assume that $l \geq n/2$; the other case can be dealt with similarly. The representation of the corresponding sequence is shown in Fig. 4.14.

We start by drawing a horizontal line $H$ temporarily just below the two elements $x_l$ and $x_{l-\frac{n}{2}}$. Clearly, the region above $H$ must be labeled $\leq$, since $x_0 \leq x_1 \leq \ldots \leq x_{n/2} \leq \ldots \leq x_l$. We move $H$ down until either (1) we find an index $i$ such that $x_i > x_{\frac{n}{2} + i}$, where $0 \leq i \leq n/2 - 1$, or (2) we determine that no such index exists and hence we have $x_{\frac{n}{2} + i} \leq x_l$. In case 1, we leave $H$ just above $x_l$ and $x_{\frac{n}{2} + i}$; in case 2, $H$ is at the very bottom, below $x_{\frac{n}{2} - 1}$ and $x_{l-1}$.

**FIGURE 4.14**

Construction of the horizontal cut of a bitonic sequence. The horizontal line $H$ is moved down either to the very bottom or to just above $x_l$ and $x_{\frac{n}{2} + i}$, such that $x_l > x_{\frac{n}{2} + i}$.
The reader can check that, in each case, $H$ satisfies the desired unique cross-over property.

**Sorting of Bitonic Sequences.** Given a bitonic sequence $X = (x_0, x_1, \ldots, x_{n-1})$, we define the following two operators on $X$:

- $L(X) = (\min\{x_0, x_{\frac{n}{2}}, \min\{x_1, x_{\frac{n}{2} + 1}\}, \ldots, \min\{x_{\frac{n}{2} - 1}, x_{n-1}\})$
- $R(X) = (\max\{x_0, x_{\frac{n}{2}}, \max\{x_1, x_{\frac{n}{2} + 1}\}, \ldots, \max\{x_{\frac{n}{2} - 1}, x_{n-1}\})$

**Example 4.11:**

Let $X = (21, 18, 14, 10, -6, -4, 0, 1, 2, 19, 31, 30, 29, 22, 21, 21)$ be the bitonic sequence of Example 4.10. Then, it is easy to check that $L(X) = (2, 18, 14, 10, -6, -4, 0, 1)$ and $R(X) = (21, 19, 31, 30, 29, 22, 21, 21)$. Note that each of $L(X)$ and $R(X)$ consists of a segment in the subregion $\leq$ and the complement segment in the subregion $\geq$ (see Fig. 4.13).

**Lemma 4.9:** Let $X$ be a bitonic sequence. Then, both $L(X)$ and $R(X)$ are bitonic, and each element of $L(X)$ is smaller than each element of $R(X)$.

**Proof:** By the unique cross-over property, there exists a horizontal cut—say, between $x_j$ and $x_{j+1}$ (and, of course, between $x_{\frac{n}{2} + j}$ and $x_{\frac{n}{2} + j+1}$)—that induces the two subregions $\leq$ and $\geq$. We shall assume that $\leq$ is on the top.

Given the properties of the horizontal cut, it is clear that $L(X) = (x_0, x_1, \ldots, x_{\frac{n}{2}}, x_{\frac{n}{2} + 1}, \ldots, x_{n-1})$ and $R(X) = (x_{\frac{n}{2}}, x_{\frac{n}{2} + 1}, \ldots, x_{\frac{n}{2} + \frac{n}{2}}, x_{\frac{n}{2} + \frac{n}{2} + 1}, \ldots, x_{n-1})$. The fact that each element of $L(X)$ is no greater than each element of $R(X)$ follows immediately from the unique cross-over property. Since each of $L(X)$ and $R(X)$ is a subsequence of the bitonic sequence $X$, clearly $L(X)$ and $R(X)$ are bitonic.

Based on Lemma 4.9, we deduce the following sorting algorithm, which can be viewed as an instance of the partitioning strategy.

**Algorithm 4.5**

(Bitonic Merge)

**Input:** A bitonic sequence $X = (x_0, x_1, \ldots, x_{n-1})$ such that $n = 2^k$ for some integer $k$.

**Output:** The sequence $X$ in sorted order.

**begin**

1. for $0 \leq i \leq \frac{n}{2} - 1$ do
   - Set $l_i = \min(x_i, x_{i + \frac{n}{2}})$
   - Set $r_i = \max(x_i, x_{i + \frac{n}{2}})$
2. Apply the algorithm recursively to each of the sequences $L(X) = (l_0, l_1, \ldots, l_{\frac{n}{2} - 1})$ and $R(X) = (r_0, r_1, \ldots, r_{\frac{n}{2} - 1})$.

**end**

**Bitonic Sorting Networks.** Using Algorithm 4.5, we can construct the bitonic sorting network $B(n)$ to sort a bitonic sequence of length $n = 2^k$, for some integer $k$.

If $n = 2$, then $B(2)$ consists of just one comparator; otherwise, $B(n)$ consists of a column of $\frac{n}{2}$ comparators, followed by the two sorting networks $B(\frac{n}{2})$, as shown in Fig. 4.15. The purpose of the column of $n/2$ comparators is to generate $L(X)$ on the first $n/2$ horizontal lines and $R(X)$ on the remaining horizontal lines. We are ready for the following theorem.

**Theorem 4.5:** The bitonic sorting network $B(n)$ correctly sorts a bitonic sequence of length $n = 2^k$, where $k$ is a positive integer. The depth of the network is $D(n) = \log n$, and the number of the comparators is $C(n) = \frac{n \log n}{2}$.
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Construction of the bitonic sorting network. The minima of the corresponding pairs (that is, the set $L(X)$ defined in the text) appear as inputs to the top $B(n/2)$, and the maxima of the pairs (that is, the set $R(X)$) appear as inputs to the bottom $B(n/2)$.
Proof: Lemma 4.9 implies that the bitonic sorting network sorts correctly. The depth $D(n)$ and the size $C(n)$ satisfy the following recurrences:

- $D(n) = 1 + D\left(\frac{n}{2}\right)$;
- $D(2) = 1$;
- $C(n) = \frac{n}{2} + 2C\left(\frac{n}{2}\right)$;
- $C(2) = 1$.

It is easy to verify that $D(n) = \log n$ and $C(n) = \frac{n \log n}{2}$ satisfy these recurrence relations.

Note that the bitonic sorting network sorts bitonic sequences, and does not necessarily sort arbitrary sequences. Hence, it is really more like a merging network than a sorting network. But once we construct a merging network, we can use it to build a sorting network by using the merge-sort method.

Given an arbitrary sequence $X = (x_0, x_1, \ldots, x_{n-1})$, start by using $\frac{n}{2}$ $B(2)$ networks in parallel on pairs of elements of $X$. Note that successive pairs should be sorted in opposite orders, so that the combined sequence of two consecutive pairs is bitonic. Next, sort each segment of four elements by using $\frac{n}{4}$ $B(4)$ networks in parallel, and so on. The bitonic sorting network to sort an arbitrary sequence of eight elements is shown in Fig. 4.16.

![Diagram](image)

**Figure 4.16**

An eight-element bitonic sorting network. The network consists of a column of $B(2)$ networks, followed by a single $B(4)$ network, followed by a single $B(8)$ network.

The depth of the bitonic sorting network to sort an arbitrary sequence of length $n = 2^k$ is $1 + 2 + 3 + \cdots + \log n = O(\log^2 n)$, and the number of comparators is given by $\sum_{i=1}^{k-1} n C(2^i) = O(n \log^2 n)$.

Therefore, we have the following theorem.

**Theorem 4.6:** We can construct a network to sort an arbitrary sequence of length $n$ in $O(\log^2 n)$ depth using $O(n \log^2 n)$ comparators.

The construction of another important sorting network based on the odd-even merge algorithm is outlined in Exercise 4.33.

The existence of faster and more economical (in hardware cost) networks is well established in the literature. The best known example is the AKS sorting network that sorts in $O(\log n)$ depth and has $O(n \log n)$ size. The derivation of this network is quite involved and is beyond the scope of this book.

### 4.5 Selection

Given a set of elements $A = (a_1, a_2, \ldots, a_n)$ and an integer $k$, where $1 \leq k \leq n$, the selection problem is to determine an element $a_i$ of $A$ such that $\text{rank}(a_i : A) = k$.

We have already examined the special cases $k = 1$ and $k = n$, corresponding, respectively, to computing the minimum and the maximum elements of $A$ (Section 2.6). Another important special case is the determination of the median, corresponding to $k = \frac{n}{2} + 1$. The selection problem is known to admit a linear-time sequential algorithm based on the divide-and-conquer strategy.

Recall that the problem of computing the maximum (or the minimum) element can be solved optimally in $O(\log \log n)$ time on the CRCW PRAM and in $O(\log n)$ time on the EREW PRAM (Section 2.6). However, finding the median (and hence solving the general selection problem) turns out to be more difficult. We shall show in Chapter 10 that the problem of determining the median requires $\Omega(\log n / \log \log n)$ time on the CRCW PRAM, using any polynomial number of processors.

In the remainder of this section, we shall present a parallel algorithm for the general selection problem that runs in $O(\log n \log \log n)$ time, using a linear number of operations. This algorithm can be viewed as the parallel version of a known optimal sequential algorithm.

Our selection problem can be solved easily if we preprocess our set by sorting its elements, and then output the $k$th element in the sorted list. If we use
the pipelined merge-sort algorithm, this approach leads to a fast $O(\log n)$ time algorithm; however, it uses a total of $O(n \log n)$ operations, which is nonoptimal.

To develop an optimal parallel algorithm, we use the accelerated-cascading technique (Section 2.6). Hence an optimal algorithm that reduces the size of the input array to $O(n/\log n)$ is needed. Such an algorithm followed by the pipelined merge-sort algorithm will yield the desired optimal algorithm. The reader should note, in particular, the similarity between the solution strategies of the list ranking (Section 3.1) and the selection problems.

The idea behind the size-reducing algorithm is simple. Suppose an element $a$ of $A$ is identified with the property $\frac{n}{4} \leq \text{rank}(a : A) \leq \frac{3n}{4}$. Then, $a$ induces a partition of $A$ into three subsets $A_1, A_2$ and $A_3$ consisting of the elements smaller than, equal to, and larger than $a$, respectively. Let $s_i = |A_i|$ for $1 \leq i \leq 3$. Note that $s_1, s_3 \leq \frac{3n}{4}$, because $\frac{n}{4} \leq \text{rank}(a : A) \leq \frac{3n}{4}$. Based on the relative sizes of $s_1, s_2, s_3$, and $k$, we can now isolate the $k$th smallest element in one of the subsets $A_1, A_2$, or $A_3$. If the $k$th smallest element is in $A_2$, then we are done; otherwise, the size of the corresponding array has been reduced by at least a factor of $3/4$.

Repeating this process $O(\log \log n)$ times reduces the size of $A$ to $O(n/\log n)$. We can now use the pipelined merge-sort algorithm to identify the desired element.

The only essential detail left is the description of the method used to determine the element $a$. We can determine it by using the median of the medians rule as explained in steps 2.2 and 2.3 of the selection algorithm, given next.

**ALGORITHM 4.6**

*(Selection)*

**Input:** An array $A = (a_1, a_2, \ldots, a_n)$ and a positive integer $k$, where $1 \leq k \leq n$, such that $\log n$ is an integer that divides $n$.

**Output:** An element $a_i$ of $A$ such that $\text{rank}(a_i : A) = k$.

**begin**

1. Set $n_0 = n; s_0 = 0$.
2. while $n_s > n/\log n$ do
   
   2.1. Set $s = s + 1$.
   
   2.2. Partition $A$ into blocks $B_i$'s, each consisting of $\log n$ consecutive elements of $A$. Compute the median $m_i$ of each block $B_i$.
   
   2.3. Compute the median $a$ of $(m_1, m_2, \ldots, m_{\frac{n}{\log n}})$ by using the pipelined merge-sort algorithm.
   
   2.4. Determine the numbers $s_1, s_2$, and $s_3$ of the elements smaller than, equal to, and larger than $a$, respectively.

**end**

**Example 4.12:**

Let $A = (5, -30, -10, 7, 25, 16, 31, -20, 8, 9, -3, 5, 13, 17, 21, 19)$ and $k = 4$. The blocks $B_i$'s are given by $B_1 = (5, -30, -10, 7), B_2 = (25, 16, 31, -20), B_3 = (8, 9, -3, 5), \text{and } B_4 = (13, 17, 21, 19)$. Hence, the medians are $m_1 = -10, m_2 = 16, m_3 = 5, \text{and } m_4 = 17$. The median of the $m_i$'s is $a = 5$. It follows that $s_1 = 4, s_2 = 2, \text{and } s_3 = 10$. Therefore, the desired element is in $A_1 = (5, -30, -10, 7, 8, 9, -3, 5)$, since $k \leq s_1$. The $k$th smallest element can now be obtained by sorting the elements of $A_1$. This sort yields $-3$ as the desired element.

**Theorem 4.7:** The selection algorithm (Algorithm 4.6) correctly computes the $k$th smallest element of the input array $A$. This algorithm runs in $O(\log n)$ time, using a linear number of operations.

**Proof:** The correctness proof is straightforward and is left to the reader.

As for the running time, it can be estimated as follows. Consider an arbitrary iteration $s$ of the while loop (step 2). We can implement step 2.2 by using the linear-time sequential algorithm for selection. Each block takes $O(\log n)$ sequential time for a total number of $O(n_s)$ operations. Using the pipelined merge-sort algorithm, step 2.3 takes $O(\log n)$ time, using a total of $O(\frac{n}{\log n} \times \log n) = O(n_s)$ operations.

Step 2.4 can be done as follows. Mark each element $a_i$ with $1, 2, \text{or } 3$, depending on whether $a_i < a$, $a_i = a$, or $a_i > a$. Using the prefix-sums algorithm (Algorithm 2.1), we can then obtain $s_1, s_2, \text{and } s_3$ easily. Hence, step 2.4 takes $O(\log n)$ time using a total of $O(n_s)$ operations. Similarly, step 2.5 takes $O(\log n)$ time using a linear number of operations.
Therefore, each iteration of the while loop takes \( O(\log n) \) time, with \( O(n) \) operations. The following claim implies that \( O(\log \log n) \) iterations are sufficient to reduce the size of our list below \( n/\log n \).

**Claim:** The sizes of the lists in two consecutive iterations satisfy \( n_{i+1} \leq \frac{3n_i}{4} \).

**Proof of Claim:** Clearly, it is enough to show that \( \frac{n_i}{4} \leq \text{rank}(a : A_i) \leq \frac{3n_i}{4} \), where \( A_i \) is the array at the beginning of iteration \( i \), and \( A_0 = A \). Since \( a \) is the median of the \( m_i \)'s, \( a \) is larger than one-half of the \( m_i \)'s. But \( m_i \) is larger than \( (\log n)/2 \) elements in \( B_i \), for each \( i \). Therefore, \( a \) is greater than or equal to \( \frac{n_i}{2 \log n} \times \frac{\log n}{2} = \frac{n_i}{4} \) elements of \( A_i \). We can show, in a similar fashion, the other side of the inequality.

Therefore, step 2 takes \( O(\log n \log \log n) \) time, using a total of \( O(\sum n_i) = O(n) \) operations. Step 3 takes \( O(\log n) \) time, using \( O(n) \) operations. Hence, the complexity bounds of the algorithm follow.

**PRAM Model:** The two nontrivial operations used in Algorithm 4.6 are the pipelined merge sort and the prefix sums. Both of these operations can be done within the stated resources on the EREW PRAM model. Recall, however, that our description of the pipelined merge-sort algorithm (Algorithm 4.4) was for the CREW PRAM model only.

### 4.6 *Lower Bounds for Comparison Problems*

**Lower bounds** play an important role in the theory of algorithms. They give an indication on the smallest amount of resources that have to be expanded to solve a given problem. For example, a lower bound \( T(n) \geq f(n) \) on the time it takes to solve a given problem \( P \) of size \( n \) implies that any algorithm to solve \( P \) will require \( f(n) \) steps, regardless of how clever the algorithm is or what methods it uses. The fact that an algorithm has to examine each item of the input at least once to solve any but the most specialized problems implies that \( T(n) = \Omega(n) \) for the problem's sequential computation. The corresponding **trivial lower bound** on the PRAM model is \( \Omega(n/p) \), where \( p \) is the number of processors available. Establishing stronger lower bounds for parallel computations is usually much more difficult.

A known methodology for simplifying the development of nontrivial lower bounds is to impose a structure on the type of algorithms allowed. In most cases, the resulting classes of algorithms seem to include the only reasonable candidate algorithms for the problems under consideration. For example, in sequential computations, the **binary decision-tree** model has been used to derive lower bounds for comparison problems, and the **straight-line** model (Section 1.3.1) has been used to derive lower bounds for algebraic computations. In each case, the class of algorithms considered seems to be natural and seems to capture the essential algorithmic features needed to solve the corresponding problems.

In this section, we introduce the *parallel comparison-tree model*, which seems to be well suited for studying comparison problems within the parallel framework. We then use this model to derive lower bounds on the number of parallel steps required to handle searching, computing the maximum, and merging.

#### 4.6.1 Parallel Comparison Trees

Let \( A \) be an array of elements drawn from a linearly ordered set. The outcome of a comparison between two elements \( a_i \) and \( a_j \) of \( A \) could be one of the following: (1) \( a_i < a_j \), (2) \( a_i = a_j \), or (3) \( a_i > a_j \). We are interested in comparison algorithms where, at each step of the algorithm, many comparisons can be made in parallel. The outcome of these comparisons will determine the set of comparisons to be made during the next step. We do not charge any cost to the process of obtaining any information that can be deduced from the outcome of the comparisons. A powerful model for such algorithms is the parallel comparison tree.

A **parallel comparison tree** of degree \( p \) is a \( 3^p \)-ary tree in which each internal node \( v \) represents a set of \( p \) comparisons performed between \( p \) pairs of elements (not necessarily distinct), and each of the branches out of \( v \) corresponds to one of the \( 3^p \) possible outcomes of the comparisons. The parameter \( p \), also called the **degree of parallelism**, can depend in an arbitrary fashion on \( n \). Each leaf of the tree represents a solution to the problem under consideration. The **number of parallel steps** is defined to be the height of the parallel comparison tree.

**EXAMPLE 4.13:**

Let \( X = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8\} \) be a set of elements drawn from a linearly ordered set. A parallel comparison tree of degree \( p = 2 \) to identify the maximum element of \( X \) is illustrated in Fig. 4.17. The notation \( x_i : x_j \) indicates a comparison between \( x_i \) and \( x_j \). The number of possible outcomes of the comparisons performed at the root node is nine. Only the leftmost path leading to either \( x_9 \) or \( x_8 \) being the maximum is shown.
It is clear that each step of the comparison PRAM with \( p \) processors can be trivially simulated by a single step of a parallel comparison tree with degree \( p \). Therefore, a lower bound for the parallel comparison-tree model will immediately hold for the comparison PRAM.

In the remainder of this section, we shall concentrate on establishing lower bounds on the parallel comparison-tree model.

**Adversary Argument.** Our lower-bound proofs use the following technique, called adversary argument. Given a parallel comparison tree \( T \), the computation will follow a path from the root to a leaf such that the path depends on the particular input. The basic idea is to specify the input incrementally, as the algorithm progresses down the tree, such that the algorithm is forced to take a long path. In particular, for our class of problems, we do the following. After each parallel comparison step, an adversary will consistently specify the input such that the algorithm is forced to solve a large-sized instance—say, \( I \)—of the original problem; that is, we know nothing about the solution of \( I \) and the desired solution of the original problem requires a solution of \( I \). Solving the recurrence relation relating the sizes of the instances of two successive steps will produce the lower bound.

### 4.6.2 Lower Bounds for Searching

We start with the search problem considered in Section 4.1.

**Theorem 4.8:** Given a sorted table \( X \) of \( n \) elements and an element \( y \), the problem of searching for \( y \) in \( X \) requires \( \Omega \left( \frac{\log n}{\log(1 + \frac{n}{p})} \right) \) parallel steps on the parallel comparison-tree model, where \( p \) is the degree of parallelism satisfying \( p < n \).

**Proof:** Since the table \( X \) is sorted, we can assume that each of the \( p \) comparisons carried out at a step involves \( y \) and an element of \( X \). We establish the lower bound by using an adversary argument.

Let \( x_1, x_2, \ldots, x_n \) be the elements of \( X \) used in the first parallel comparison step. Note that these elements do not need to be distinct. The \( x_i \)'s partition \( X \) into at most \( p + 1 \) intervals, each interval containing consecutive elements of \( X \), excluding the \( x_i \)'s. One of these intervals—say, \( X_1 \)—must contain \( s \geq (n - p)/(p + 1) \) elements of \( X \). Since no comparisons have been made between any element of \( X_1 \) and \( y \), the adversary chooses \( y \) to lie in \( X_1 \). Hence, we now have an arbitrary search problem on the table \( X_1 \) of size \( s \).

This process can be continued such that the sizes \( s_1 \) and \( s_{i+1} \) of the tables \( X_i \) and \( X_{i+1} \), obtained after steps \( i \) and \( i + 1 \), respectively, are related by \( s_{i+1} \geq (s_i - p)/(p + 1) \). Setting the initial condition \( s_0 = n \), it is easy to verify
that the solution of this recurrence satisfies \( s_i \geq \frac{n}{(p+1)^i} - 1 \). Hence, the number \( t \) of parallel steps required satisfies \( \frac{n}{(p+1)^i} - 1 \leq 1 \), which implies that 
\[
\log n \leq \log (p+1) \].

Corollary 4.6: Searching a sorted table of \( n \) elements requires \( \Omega\left(\frac{\log n}{\log (p+1)}\right) \) parallel steps on the comparison CRCW PRAM with \( p \) processors.

4.6.3 LOWER BOUNDS FOR COMPUTING THE MAXIMUM

We now consider the problem of computing the maximum of \( n \) elements stored in an array \( X = (x_1, x_2, \ldots, x_n) \).

We have already seen, in Section 2.6, that a doubly logarithmic-depth tree can be used to compute the maximum in \( O(\log \log n) \) time on the common CRCW PRAM model, using a linear number of operations. We can rephrase this result as an \( O(\log \log n) \) time algorithm using \( n/\log \log n \) processors on the common CRCW PRAM model. We now show that the parallel time cannot be improved, even if we use \( n \) processors.

To establish our lower bound, we need the following theorem from extremal graph theory. For a graph \( G = (V, E) \), \( U \subseteq V \) is an independent set if no two vertices of \( U \) are joined with an edge.

Theorem 4.9 (Turan): Let \( G = (V, E) \) be an arbitrary graph with \( n \) vertices and \( m \) edges. Then, \( G \) has an independent set of size at least \( n^2/(2m + n) \).

Theorem 4.9 is actually a corollary to a classical result by Turan. Theorem 4.9 has a relatively simple proof, which is left to Exercise 4.29.

We are now ready to establish the lower bound on computing the maximum.

Theorem 4.10: Computing the maximum of \( n \) elements in the comparison-tree model requires \( \Omega(\log \log n) \) parallel steps, whenever the degree of parallelism is \( p \leq n \).

Proof: We prove by induction that, at the end of the \((i + 1)\)st parallel step, an adversary can specify the input such that the maximum will lie in a set \( C_{i+1} \) of size \( c_{i+1} \), with the following two properties:

1. No two elements of \( C_{i+1} \) have been compared before.
2. \( c_{i+1} \geq \frac{c_i^2}{2p + c_i} \).

We start with the case \( i = 0 \), assuming \( c_0 = n \). Hence, we consider the first parallel comparison step. This step involves \( p \) comparisons between pairs of elements from \( X \). These comparisons can be represented by a graph \( G = (V, E) \) as follows. The set \( V \) consists of \( n \) vertices such that \( v_i \) represents element \( x_i \) of \( X \), where \( 1 \leq i \leq n \). The set \( E \) consists of all edges \( \{v_i, v_j\} \) such that one of the \( p = n \) comparisons is between \( x_i \) and \( x_j \). It follows that \( G \) has \( n \) vertices and at most \( n^2 \) edges. By Theorem 4.9, \( G \) has an independent set—say, \( C_1 = \{v_{i_1}, v_{i_2}, \ldots, v_{i_k}\} \) such that \( k \geq n^2/(2p + n) \).

An adversary can choose the elements \( x_i \)'s such that each \( x_{i_j} \) is larger than any of its adjacent vertices. This choice is clearly possible since \( C_1 \) is an independent set. It is obvious that \( C_1 \) satisfies the conditions of the induction hypothesis.

We can use exactly the same argument for an arbitrary step \( i + 1 \) by examining the possible effects of the \( p \) comparisons on \( C_i \).

Using the preceding recurrence, it is clear that \( c_{i+1} \geq c_i^2/3n \). Solving this recurrence, with the initial condition \( c_0 = n \), we obtain that \( c_i \geq n/(3^{i-1}) \).

The algorithm terminates when \( c_i \leq 1 \). Hence, the number of parallel steps is \( \Omega(\log \log n) \).

Corollary 4.7: Computing the maximum of \( n \) elements requires \( \Omega(\log \log n) \) time on the comparison PRAM with \( n \) processors.

4.6.4 LOWER BOUNDS FOR THE MERGING PROBLEM

The merging problem of two sorted sequences each of length \( n \) is considered next. Recall that the \( O(\log \log n) \) time algorithm developed in Section 4.2 was based on a partitioning strategy that divided the original problem into \( \sqrt{n} \) subproblems, each of which could then be solved independently. We shall use an adversary argument to show that, after each parallel step of a parallel comparison tree that solves the merging problem, the input can be specified such that \( \Omega(\sqrt{n}) \) independent subproblems, each of size \( \Omega(\sqrt{n}) \), have to be solved. This result will imply that \( \Omega(\log \log n) \) time is needed to solve the merging problem.
To simplify the proof, we introduce the \((k, s)\) **merging problem**. For \(1 \leq i \leq k\), we are given \(k\) pairs of sequences \((A_i, B_i)\) such that (1) each sequence \(A_i\) and \(B_i\) is of length \(s\) and is sorted in nondecreasing order, and (2) each element of \(A_i \cup B_i\) is smaller than every element of \(A_{i+1} \cup B_{i+1}\), for \(1 \leq i \leq k - 1\). The goal is to determine the sorted sequences \(C_i\) obtained by merging the pairs \((A_i, B_i)\), for \(1 \leq i \leq k\).

The crux of the lower-bound proof is given in the next lemma.

**Lemma 4.10**: Suppose we are given a parallel comparison tree of degree \(p\) to solve the \((k, s)\) merging problem, where \(\frac{k^2}{s} \geq p \geq 2ks\). After the first parallel step, an adversary can specify the input such that an arbitrary \((k', s')\) merging problem will still have to be solved, where \(k' \geq \frac{7s}{2} + \frac{k}{4}\sqrt{\frac{2k}{p}}\) and \(s' = \frac{5}{2} \sqrt{\frac{k}{2p}}\).

**Proof**: Let \(c = p/ks\). Partition each of \(A_i\) and \(B_i\) into \(2\sqrt{2c}s\) blocks \(\{A_{ij}\}\) and \(\{B_{ij}\}\), where \(1 \leq j \leq 2\sqrt{2c}s\). Note that \(2\sqrt{2c}s \leq s\), since \(c \leq s/8\) as \(p \leq (ks^2)/8\).

For each \(1 \leq i \leq k\), consider the Boolean array \(M_i\) of size \(2\sqrt{2c}s \times 2\sqrt{2c}s\) defined as follows: \(M_i(u, v) = 1\) if and only if at least one of the \(p\) comparisons made during the first parallel step is between an element in \(A_{iu}\) and an element in \(B_{iv}\).

Each \(M_i\) has \(4\sqrt{2c}s - 1\) diagonals, including the main diagonal defined by \(M_i(u, u)\), where \(1 \leq u \leq 2\sqrt{2c}s\). Number these diagonals in an arbitrary way, and let \(d_j\) be the number of \(0\) entries in the \(j\)th diagonal of \(M_i\). Since only \(p\) comparisons were made during the first parallel step, the total number of \(0\) entries in all the \(M_i\)’s is at least \(8cs - p = 7p\). This observation implies that

\[
\sum_{j=1}^{\frac{k^2}{s} - 1} \sum_{j=1}^{d_j} \geq 7p.
\]

Interchanging the order of the summations, we obtain

\[
\sum_{j=1}^{\frac{k^2}{s} - 1} d_j \geq 7p.
\]

Thus, there exists \(j\) such that the corresponding inner term \(\left(\frac{k^2}{s} - 1\right)d_j\) is no smaller than the average. Therefore,

\[
\sum_{i=1}^{k} d_{ij} \geq \frac{7p}{\frac{k^2}{s} - 1} = \frac{7}{2} \sqrt{\frac{2k}{p}}.
\]

Now consider the \(j\)th diagonal of \(M_i\). Let the 0 entries correspond to the indices \((i_1, m_1), (i_2, m_2), \ldots, (i_{d_j}, m_{d_j})\) such that \(i_1 < i_2 < \ldots < i_{d_j}\) and \(m_1 < m_2 < \ldots < m_{d_j}\). Clearly, this ordering is possible, since the entries lie off the \(j\)th diagonal of \(M_i\). Consider the pairs \((A_{ij}, B_{im})\), for \(1 \leq j \leq d_j\). An adversary can specify each pair \((A_{ij}, B_{im})\) such that each element of \(A_{i,j} \cup B_{i,m}\) is smaller than every element of \(A_{i,j+1} \cup B_{i,m+1}\).

Therefore, these new pairs form a new merging problem consisting of at least \(k' = \frac{7s}{2} + \frac{k}{4} \sqrt{\frac{2k}{p}}\) subproblems, each of sizes \(s' = \frac{5}{2} \sqrt{\frac{k}{2p}}\); hence, the lemma follows.

We are now ready to prove the lower bound on the \((k, s)\) merging problem.

**Theorem 4.11**: Let \(T(k, s, p)\) be the number of parallel steps used by any parallel comparison tree with degree \(p\) to solve the \((k, s)\) merging problem, where \(2ks \leq p \leq \frac{ks^2}{8}\). Then, \(T(k, s, p) = \Omega\left(\log \log s - \log \log \left(\frac{1}{16} \log \frac{p}{k}\right)\right)\).

**Proof**: Using Lemma 4.10, it is clear that the following recurrence holds:

\[
T(k, s, p) \geq 1 + T\left(\frac{7}{4} \sqrt{\frac{k}{2}}, \frac{5}{2} \sqrt{\frac{k}{2p}}, p\right).
\]

We claim the following, which will establish the lower bound:

\[
T(k, s, p) \geq \frac{1}{4} \log \left(\frac{\log \frac{p}{k}}{\log \left(\frac{1}{16} \log \frac{p}{k}\right)}\right).
\]

To verify this claim, we will use induction on \(k\) and \(s\). Hence, we can assume that

\[
T\left(\frac{7}{4} \sqrt{\frac{k}{2}}, \frac{5}{2} \sqrt{\frac{k}{2p}}, p\right) \geq \frac{1}{4} \log \frac{\log \frac{2k}{p}}{\log \left(\frac{16}{k} \log \frac{p}{k}\right)}.
\]

Note that \(\log \frac{\log \frac{2k}{p}}{\log \left(\frac{16}{k} \log \frac{p}{k}\right)} \geq \log \frac{p}{k} \geq 4\) (assuming, without loss of generality, that \(s \geq 2\) and hence \(\frac{p}{k} \geq 4\)). We also have that \(\log \frac{\log \frac{p}{k}}{\log \left(\frac{16}{k} \log \frac{p}{k}\right)} \leq 3 \log \frac{p}{k}\). It follows that

\[
T(k, s, p) \geq 1 + \frac{1}{4} \log \left(\frac{\log \frac{p}{k}}{\log \left(\frac{1}{16} \log \frac{p}{k}\right)}\right)
\]

\[\geq 1 + \frac{1}{4} \log \frac{1}{12} \log \frac{p}{k}\]

\[\geq 1 + \frac{1}{4} \log \frac{1}{12} + \frac{1}{4} \log \log \frac{p}{k}
\]

\[\geq \frac{1}{4} \log \frac{p}{k}.
\]

The last inequality holds because \(1 + (1/4) \log(1/12) > 0\). Therefore, Equation 4.1 holds.
Since, by assumption, $2s \leq \frac{p}{k} \leq \frac{s^2}{sp}$, the preceding inequality implies that $T(k, s, p) = \Omega\left(\log \log s - \log \log \frac{k}{sp}\right)$, and the proof of the theorem is complete.

Setting $k = 1$ and $s = n$, we obtain the following corollary.

**Corollary 4.8:** The merging problem of two sorted sequences, each of length $n$, requires $\Omega(\log \log n)$ time on the comparison CRCW PRAM whenever the number $p$ of processors satisfies $p = O(n \log^r n)$, for any positive constant $r$.

### 4.6.5 Lower Bounds for Sorting

As for the sorting problem, it is well known that $\Omega(n \log n)$ comparisons are required to sort $n$ numbers on the binary decision-tree model. Hence, $\Omega(\log n)$ time is required on any comparison PRAM, whenever the number $p$ of processors is $\leq n$. The case when $p > n$ is more interesting, and is addressed in Exercises 4.23, 4.26, and 4.27. The bibliographic notes provide related references for the interested reader.

### 4.7 Summary

In this chapter, we developed efficient parallel strategies to handle several fundamental comparison problems. These strategies include parallel searching, partitioning, and pipelined divide-and-conquer. We showed that the performance of the resulting parallel algorithms for searching, computing the maximum, and merging cannot be improved even on the strong parallel comparison-tree model. This chapter also provided a brief introduction to the class of sorting networks by presenting the bitonic sorting algorithm and the construction of bitonic sorting networks. The important odd–even sorting network and permutation networks are sketched in Exercises 4.33, 4.37, and 4.38.

A summary of the main results is given in Tables 4.1 and 4.2. Table 4.1 lists the performance of the algorithms described, and Table 4.2 lists the lower bounds established on the parallel comparison-tree model (hence, lower bounds that hold on the comparison CRCW PRAM model). The parameter $p$ appearing in the tables is the number of processors.

### Exercises 4.6

4.1. Let $X$ be an arbitrary sequence of elements from a linearly ordered set $S$, and let $y \in S$. Suppose that we want to determine all the occurrences, if any, of $y$ in $X$. Develop an $O(\log n)$ time EREW PRAM algorithm to solve this problem, using a linear number of operations.

4.2. Prove that the parallel-search algorithm (Algorithm 4.1) is correct.

4.3. Will Algorithm 4.1 work correctly on the CREW PRAM model if the sorted elements of $X$ are not necessarily distinct? Which occurrence of $y$, if any, will be identified?
4.4. Let $X$ be a sorted sequence of $n$ distinct elements, and let $y$ be an arbitrary element. Show that, given any nondecreasing function $t(n)$, where $1 \leq t(n) \leq \log n$, we can perform the search for $y$ in $X$ in $O(t(n))$ time, using a total of $O(t(n) \cdot n^{1/2})$ operations.

4.5. Show how to solve the search problem corresponding to a sorted table of $n$ entries in $O(\log n - \log p)$ steps on the EREW PRAM model with $p$ processors, provided that the search key can be accessed concurrently by all the processors.

4.6. Given a monotonic binary sequence $X = (x_1, x_2, \ldots, x_n)$ (that is, $X$ consists of a subsequence of zeros followed by a subsequence of ones), develop an EREW PRAM algorithm to determine the number of zeros assuming there are $p$ processors available, where $1 \leq p \leq \sqrt{n}$.

4.7. Let $B = (b_1, b_2, \ldots, b_n)$ be a sorted table of distinct elements, and let $A = (a_1, a_2, \ldots, a_k)$ be an arbitrary sequence of elements such that $k = O(\log n)$. Develop an algorithm to solve the search problem of each $a_i$ in the table $B$ in $O(\log n)$ time using $k$ processors on the EREW PRAM.

4.8. Let $X$ be a sorted set of $n$ keys, and let $y$ be an arbitrary element. Develop a procedure to search for $y$ in $X$ that runs in $O(\log n / \log \log n)$ time on the comparison EREW PRAM model, assuming that local computations can be performed at no cost. Note that accessing the search key $y$ by $p$ processors on the EREW PRAM requires $\Omega(\log p)$ steps. 

*Hint:* Generalize the binary search tree to a multiway-search tree such that each node at level $i$ contains $i + 1$ keys. Each such node is associated with a single processor.

4.9. We are interested in solving the search problem corresponding to a sorted table of size $n$ on the EREW PRAM with the following additional assumptions. An arbitrary number of keys can be encoded and then stored in a single location. Once such an encoding is stored in a location, a single processor can access it in 1 unit of time. Assume, as in Exercise 4.8, that local operations can be performed for free.

Show that the search problem can be solved in $O(\sqrt{\log n})$ steps in this model. 

*Hint:* Use a multiway-search tree. Store the encoding of the tuple of keys at each node in one memory location.

4.10. The procedure referred to in Lemma 4.1 to rank a short sequence in a sorted sequence requires that the elements of $X$ be distinct. Assume that the elements are not necessarily distinct. Can you still obtain the same performance? Explain your answer.

4.11. Algorithm 4.2 was presented in the WT presentation framework. Show how to handle the corresponding processor allocation problem to implement this algorithm on a CREW PRAM with $n + m$ processors.

*Hint:* Store the $j(i)$'s in a separate array. The pair $(B_i, A_i)$ should be handled by processors $P_{i + (i + 1)}, \ldots, P_{i + (i + 1)}$ associated with $B_i$. Decompose the $n + m$ processors into groups, each with $\sqrt{m}$ processors. Let $P_i$ be the first processor in the $i$th group. The $k$th processor in group $i$ can determine whether or not $P_i$ is assigned to the subproblem $(B_i, A_i)$.

4.12. Consider the problem of merging two sequences $A$ and $B$ of lengths $n$ and $m$, respectively, where $m \leq n$. Assume that all the entries are distinct. Develop a fast optimal parallel algorithm similar to the one developed in Section 4.2.3.

4.13. Provide a solution to the processor allocation problem corresponding to the algorithm for merging in the presence of a cover, outlined in Lemma 4.3, on the PRAM model with $n + m$ processors. Which PRAM model do you need?

4.14. Consider the problem of merging two sorted lists of lengths $m$ and $n$, where $m \leq n$. Develop a merging algorithm that runs in time $O\left(\frac{\log n}{\log p}\right)$ where $p$ is the number of processors used, and $p \geq n$. Specify the comparison PRAM model you use.

4.15. The ANSV problem was introduced in Exercise 2.14. For the sake of completeness, we introduce it again.

Let $A = (a_1, a_2, \ldots, a_n)$ be an array whose elements are drawn from a linearly ordered set. The left match of $a_i$, if it exists, is the nearest element $a_{i(l)}$ to the left of $a_i$ satisfying $a_{i(l)} < a_i$. We can define the right match $a_{i(r)}$ of $a_i$, if it exists, in a similar fashion. The ANSV problem corresponding to $A$ is to determine $a_{i(l)}$ and $a_{i(r)}$ for each $1 \leq i \leq n$, whenever they exist.

Show how to reduce the merging of two sorted sequences of lengths $n$ and $m$ to the ANSV problem corresponding to an array of length $n + m$.

4.16. Using a balanced binary tree, develop an $O(\log n)$ time algorithm to solve the ANSV problem (see Exercise 4.15) on an array of length $n$. What is the total number of operations used? Which PRAM model do you need?

4.17. This exercise sketches a method to solve the ANSV problem (see Exercise 4.15) using a linear number of operations. Let $A$ be an array of length $n$.

a. Let $I[j] = (i + 1, \ldots, r(j) - 1)$, whenever $r(j)$ exists, where $1 \leq j \leq n$.

Show the following:
- If $k \in I[j]$, then $r(k) \subseteq I[j] \cup \{j, r(j)\}$.
- If $k \not\in I[j]$, then $r(k) \subseteq I[j]$.
b. Let $I'[j] = [l(j) + 1, \ldots, j - 1]$, whenever $l(j)$ exists. Prove that $I'[j]$ satisfies properties similar to those satisfied by $I[j]$. 

c. Partition $A$ into $n/\log n$ blocks, say $A_1, A_2, \ldots$, and let $m(i)$ be the index of the minimum element in $A_i$. Prove that, if the right match of $a_{m(i)}$ belongs to $A_j$, $i' \neq i + 1$, then there exists a unique $k, i < k < i'$, such that the left match of $a_{m(k)}$ is in $A_i$ and the right match of $a_{m(k)}$ is in $A_j$.

d. *Based on the properties shown in parts a, b, and c, develop an $O(\log n)$ time algorithm to solve the ANSV problem such that the total number of operations used is $O(n)$. Your algorithm should run on the CREW PRAM model. *Hint*: Reduce ANSV to a set of disjoint merging problems.

e. *Develop an optimal $O(\log \log n)$ time algorithm to solve the ANSV problem. Your algorithm should run on the common CRCW PRAM model.

4.18. Suppose that, for a binary tree $T = (V, E)$, where $V = \{1, 2, \ldots, n\}$, we are given two arrays:

1. $P = (P_1, P_2, \ldots, P_n)$ containing the numbering of the nodes in a preorder traversal

2. $I = (i_1, i_2, \ldots, i_n)$ containing the numbering of the nodes in inorder traversal

Develop an $O(\log \log n)$ time algorithm that generates, for each node $i$, its left child, and its right child, whenever they exist. Your algorithm should use $O(n)$ operations. *Hint*: You can assume the existence of an $O(\log \log n)$ time ANSV algorithm that uses a linear number of operations (see Exercise 4.17).

4.19. The parentheses-matching problem was introduced in Exercise 3.31. Using the optimal $O(\log \log n)$ time ANSV algorithm (see Exercise 4.17), show how to solve the parentheses-matching problem in $O(\log \log n)$ time, using a total of $O(n)$ operations.

4.20. An important sorting strategy, quicksort, consists of (1) picking an element $x$ from the sequence $X$ to be sorted, (2) partitioning $X$ into the two subsequences $X_1 = \{y \in X \mid y < x\}$ and $X_2 = \{y \in X \mid y \geq x\}$, and (3) recursively sorting $X_1$ and $X_2$.

a. Develop a nonrecursive version of quicksort, assuming that the element $x$ is chosen to be the last element in the array under consideration. Assuming that there are $p$ processors available, where $p \leq n$, what is the running time of your algorithm?

b. Suppose that we use the parallel-selection algorithm presented in the text to identify $x$ as the median of $X$. What is the running time of the corresponding sorting algorithm on the PRAM model? Is the algorithm optimal? Specify your PRAM model.

4.21. Rewrite Algorithm 4.3 such that only $O(n)$ space is used.

4.22. Establish the correctness of Lemma 4.5.

4.23. *Suppose we are interested in sorting a sequence of $n$ elements on the CRCW PRAM with $p$ processors, where $2n \leq p \leq n^2$. Show how to modify the pipelined merge-sort algorithm to obtain such an algorithm that runs in $O\left(\frac{\log n}{\log \log \frac{2p}{n}}\right)$ time. *Hint*: Let $r = \frac{p}{n}$. Make the binary merge-sort tree into an $r$-ary merge tree, and redefine $Sample(I_s[v])$ to be every $r^2$th item, or $r^2$th item, or every item.

4.24. Establish the correctness of Algorithm 4.5.

4.25. Develop a parallel comparison-tree algorithm to merge two sorted sequences of lengths $n$ and $m$ in $O((\log \log n - \log \log p))$ parallel steps, where the degree of parallelism is $r \leq \sqrt{n/m}$, $r \geq 2$ and $n \leq m$. *Hint*: Consider the elements $i \sqrt{\frac{n}{r}} \in X$ and $i \sqrt{\frac{m}{r}} \in Y, i = 1, 2, \ldots$.

4.26. Using the fact that there exists a sorting network of $n$ elements with depth $O(\log n)$ and size $O(n \log n)$, show that sorting $n$ elements can be done in $O\left(\frac{\log n}{\log (1 + \frac{\log n}{\log \log n})}\right)$ parallel steps on the parallel comparison-tree model of degree $p \geq n$. *Hint*: Shrink each $t = \frac{1}{2} \log \left(1 + \frac{\log n}{\log \log n}\right)$ steps into a single step on the parallel comparison-tree model.

4.27. Let $c(k, n)$ be the minimum total number of comparisons required to sort any $n$ elements in $k$ parallel steps on the parallel comparison-tree model. a. Show that $c(k, n) \geq c(k, n - x) + n - x + c(k - 1, x)$, for some $0 < x \leq n$. *Hint*: Consider the graph $G = (V, E)$, where $|V| = n$, and $E$ represents the comparisons made during the first parallel step. Let $S$ be a maximal independent set.

b. *Using the recursion in part a, show that $c(k, n) > k \left(\frac{n + \frac{1}{2}}{e} - n\right)$.

c. Compare the result of part b with the upper bound established in Exercise 4.26.

4.28. You wish to find the $k$th smallest element of an array $A = (a_1, a_2, \ldots, a_m)$ on the parallel comparison-tree model with degree $n$. An element $a_i$ of $A$ will be called a lower approximation to the $k$th smallest element if

$$k - \frac{m + n}{4} \leq \text{rank}(a_i : A) \leq k.$$

Similarly, $a_i$ is an upper approximation if

$$k + \frac{m + n}{4} \geq \text{rank}(a_i : A) \geq k.$$ 

A possible strategy to handle the selection problem is to identify a lower and an upper approximation that can be used to restrict the subset of possible candidates. Repeat this process until the desired element is
identified. We define a stage to be the process of identifying the approximations and shrinking the set accordingly.

a. Show that $O(\log \log n)$ stages are sufficient to identify the $k$th smallest element.

b. "Develop an $O(\log \log n)$ step algorithm to identify a lower and an upper approximation. Hint: Divide the current set $S$ into blocks, each of $r^2$ elements, where $r = \sqrt[\ln n]{\ln n}$, for some constant $c > 0$. Let $s$ be the number of blocks. Sort each block and form the set $T$ consisting of the $(i)$th items, for $i = 1, 2, \ldots, r$.

4.29. *Prove Turan's theorem (Theorem 4.9). Hint: Construct an independent set $I$ as follows. Let $v_1$ be a vertex of minimum degree. Put $v_1$ in $I$ and remove $v_1$ and all the vertices adjacent to it. Repeat the process on the remaining graph.

4.30. Consider the bitonic sorting network developed in Section 4.4 to sort bitonic sequences. As in the text, assume that the length $n$ of the input is a power of 2—say, $n = 2^k$. This network can be viewed as a set of $n$ parallel horizontal lines, numbered $0, 1, \ldots, n - 1$, such that each stage consists of a set of $n/2$ comparators connecting pairs of the horizontal lines. Show that the comparisons made during stage $i$ are between lines whose indices differ in the $i$th most significant bit, where $1 \leq i \leq k$.

4.31. Show that an $n$-input comparator network is a sorting network if and only if it sorts correctly all sequences of zeros and ones. This fact is usually referred to as the zero-one principle.

4.32. Use the zero-one principle, stated in Exercise 4.31, to show that the bitonic sorting network sorts bitonic sequences correctly.

4.33. Let $A = (a_1, a_2, \ldots, a_n)$ and $B = (b_1, b_2, \ldots, b_n)$ be two sorted sequences such that $n$ is a power of 2. The odd-even merge algorithm consists of recursively merging the two "odd" sequences, $(a_1, a_2, \ldots, a_{n-1})$ and $(b_1, b_2, \ldots, b_{n-1})$, into $(c_1, c_2, \ldots, c_n)$, and merging the two "even" sequences, $(a_2, a_4, \ldots, a_n)$ and $(b_2, b_4, \ldots, b_n)$, into $(c_3, c_5, \ldots, c_n)$. Then, the sorted sequence is given by $(c_1, \min(c_1, c_2), \max(c_1, c_2), \min(c_2, c_3), \max(c_2, c_3), \ldots, \min(c_{n-1}, c_n), \max(c_{n-1}, c_n))$. Show that the odd-even merge algorithm works correctly.

b. Derive a sorting network based on the odd-even merge algorithm. State its depth and its size.

4.34. Consider a bitonic sequence $X$ of length $n = 2^k$, $k$ a positive integer. Assume without loss of generality that all the elements of $X$ are distinct.

a. Show that the horizontal cut with the unique cross-over property can be determined in at most $k$ comparisons.

b. Deduce that $L(X)$ and $R(X)$ can be determined in at most $k$ comparisons.

c. Show that the results of the comparisons made by the bitonic sorting network are uniquely determined by the results of $2n - k - 2$ comparisons.

4.35. a. Use Exercise 4.34 to develop an $O(\log n)$ time EREW PRAM algorithm to sort a bitonic sequence. The total number of operations must be linear. Hint: Each stage of the bitonic sorting algorithm may now take $\log n$ steps (instead of a single parallel step). Examine the possibility of pipelining these stages.

b. Deduce an EREW PRAM sorting algorithm that runs in $O(\log^2 n)$ time, using $O(n \log n)$ operations.

4.36. This exercise suggests a simple optimal $O(\log n)$ time EREW PRAM algorithm for merging two sorted sequences $A$ and $B$, each of length $n$. We start by noting that the bitonic sorting network provides an EREW PRAM merging algorithm that runs in $O(\log n)$ time, but also uses $O(n \log n)$ operations. To make this algorithm optimal, we start by partitioning $A$ and $B$ into $\log n$ blocks of almost equal lengths. We define the subarrays $A'$ and $B'$ as in the optimal merging algorithm presented in the text. We merge $A'$ and $B'$ by using the bitonic sorting algorithm. Now we have to rank each element of $A'$ in $B$ (and each element of $B'$ in $A$). For this ranking, several elements of $A'$ may need to access the same block of $B$.

b. Resolve the memory conflicts by using the pipelining technique. Deduce an optimal $O(\log n)$ time merging algorithm that runs on the EREW PRAM.

4.37. A switching network is a network made up of switches, where a switch swaps its two inputs if it is on, and passes its two inputs through if it is off. The size and the depth of a switching network can be defined as in the case of comparator networks. A switching network, with $n$ inputs $x_1, x_2, \ldots, x_n$ and $n$ outputs $y_1, y_2, \ldots, y_n$, is called a permutation network, if for every permutation $\pi \in S_n$, the switches can be set such that $x_{\pi(1)}$, $x_{\pi(2)}, \ldots, x_{\pi(n)}$ appear on the output lines in this order.

a. Assuming that $n = 2^n$, show that the network defined recursively in Fig. 4.18 is a permutation network. This network is called Waksman's permutation network.

b. Determine the size and the depth of this network.

4.38. The following general construction of permutation networks was developed by Clos [10], and the resulting networks are called Clos networks. Let $n = mk$. Suppose that we know how to construct permutation networks on $m$ and $k$ inputs, denoted by $CL(m)$ and $CL(k)$, respectively.
a. Show that the three-stage network shown in Fig. 4.19 is a permutation network on $n$ inputs. Hint: Use induction on $m$ and Hall’s theorem on distinct representatives.

b. Consider the case where $m = 2$. Apply the construction recursively to the middle network, assuming that $n$ is a power of 2. The corresponding network is called a Benes network [6]. What are the size and the depth of the corresponding permutation networks?
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5

Graphs

Graphs can be used to represent relationships occurring in many real-world situations, such as communication systems, electrical networks, transportation systems, and scheduling systems; moreover, they can be used as a tool to structure such relationships, as in the development of efficient data structures. Processing graphs efficiently has been a research focus of algorithms designers. Algorithmic graph theory is a rich area that contains many beautiful results. In this chapter, we introduce efficient parallel algorithms to handle a few representative graph problems. Research in parallel graph algorithms is currently being pursued vigorously, and significant improvements over the algorithms presented here are likely to be made in the near future. However, our emphasis will be on developing a few basic techniques that have general applicability in handling graph problems.

We begin in Section 5.1 by presenting two efficient parallel algorithms to identify the connected components of a graph. The resource requirements for solving this problem will determine the complexities of most of the algorithms covered in this chapter. One of our connected-components algorithms is then extended to handle the problem of the minimum spanning tree (Section 5.2). Another connectivity problem, that of identifying the blocks of a graph, is reduced to the connected-components problem in Section 5.3. In addition to these connectivity problems, we present a search method based
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on the ear decomposition of a graph (Section 5.4), and parallel algorithms for two important problems in directed graphs—namely, transitive closure and all pairs shortest paths (Section 5.5).

5.1 Connected Components

Let $G = (V, E)$ be an undirected graph with $|V| = n$ and $|E| = m$. Two vertices $u$ and $v$ are connected if $u = v$ or there exists a path $P = (u = x_1, x_2, \ldots, x_k = v)$, such that $(x_i, x_{i+1}) \in E$, where $1 \leq i \leq k - 1$. This relation is an equivalence relation on $V$, and hence partitions $V$ into equivalence classes $[V_i]_{i=1}^k$. The subgraphs $G_i = (V_i, E_i)$, where $E_i = \{(x, y) \in E \mid x, y \in V_i\}$, are called the connected components of $G$.

EXAMPLE 5.1:

Consider the graph shown in Fig. 5.1. This graph has three connected components, each of which is shown separately.

One of the most basic problems in graph theory is to determine the connected components of a graph. A simple sequential algorithm—say, one based on depth-first search—runs optimally in $O(n + m)$ time. The depth-first search of a graph $G = (V, E)$ is a systematic method of visiting all the vertices of $G$ starting with a vertex $v \in V$ and using edges from $G$. A sketch of this search method is given next.

Let $k$ denote the label of a connected component. Initially, we set $k = 1$. The search procedure applied to vertex $v$ begins by visiting $v$ and labeling it with the value of $k$. We then pick an unlabeled vertex $w$ adjacent to $v$, and apply the search procedure to $w$. Once the search procedure at $w$ terminates, we backtrack to $v$ and apply the search procedure to an unlabeled vertex adjacent to $v$. If no such vertex exists, the search procedure at $v$ terminates. We then increment the connected-component label by setting $k = k + 1$, and pick an arbitrary unlabeled vertex $v' \in V$. The search procedure is now applied to $v'$. The algorithm terminates when all the vertices have been labeled. The vertices belonging to the same connected component receive the same label.

Developing an efficient parallel algorithm turns out to be a more challenging problem. In this section, we present two parallel algorithms that solve the connected-components problem. The first algorithm is more appropriate whenever the graph is given by its adjacency matrix; the second is superior if the input is given as a set of edges and the number $m$ of edges satisfies $m = o(n^2/\log n)$, where $n$ is the number of vertices in the graph.

5.1.1 OVERALL STRATEGY

We begin with a few definitions. A pseudoforest is a directed graph in which each vertex has an outdegree less than or equal to 1 (also introduced in Exercise 2.42). Notice that an arbitrary function $D: V \to V$ defines a pseudoforest $(V, F)$, where $F = \{D(v) \mid v \in V\}$, but the converse is not necessarily true.

EXAMPLE 5.2:

Figure 5.2(a) shows an example of a function and its corresponding pseudoforest. The pseudoforest shown in Fig. 5.2(b) does not correspond to a function.

We have already introduced rooted directed trees (which we call simply trees, if the rest is clear from context) in Section 2.2. In particular, if each vertex is directly connected to the root $r$, then the corresponding directed tree is called a rooted star. A rooted directed tree and a rooted star are shown in Fig. 5.3.

A pseudoforest determined by a function consists of a set of rooted directed trees, each with an extra arc from the root to one of the latter's descendants. When there is no ambiguity, we shall refer to these structures as directed trees or rooted stars. Notice that a directed tree defined by a function does not have a unique root, since any vertex on the unique cycle determined by the function can be used as a root.
The connected-components algorithms generate an output vector $D$ of length $n$ such that $D(u)$ is equal to a representative of the connected component containing $u$. For example, the smallest vertex of a connected component is a possible choice for a representative of that component. Once the $D$ function is generated, we can answer queries of the form, "Are $u$ and $v$ in the same connected component?" in $O(1)$ sequential time. We can also generate from $D$ efficiently the list of the vertices of each connected component (see Exercise 5.2).

A general strategy to identify the connected components of a graph consists of an iterative procedure, where, at the beginning of each iteration, the available vertices are partitioned into groups such that all the vertices in a group belong to the same connected component. During each iteration, some groups with adjacent vertices are merged into larger groups. The algorithm terminates when no additional groups can be merged. Each group is typically represented by a rooted directed tree, with the root being the representative of that group. The two algorithms differ in the types of directed trees allowed at the end of each iteration, and in which groups are chosen to be merged.

We begin with the connected-components algorithm that is suitable for handling dense graphs.

### 5.1.2 AN OPTIMAL ALGORITHM FOR DENSE GRAPHS

Let $A$ be the $n \times n$ adjacency matrix of an undirected graph $G = (V, E)$, where $V = \{1, 2, \ldots, n\}$. Hence, $A(i, j) = 1$ if and only if $(i, j) \in E$. Define the following function $C$ on $V$: $C(v) = \min\{u \mid A(u, v) = 1\}$, and, if $v$ is an isolated vertex, then $C(v) = v$. That is, $C(v)$ is the smallest vertex adjacent to $v$, whenever $v$ is not an isolated vertex; otherwise, $C(v)$ is equal to the vertex $v$ itself.

**Lemma 5.1:** Let $G = (V, E)$ be an undirected graph, and let $C$ be the function defined previously. Then, $C$ defines a pseudoforest $F$ that partitions $V$ into $V_1, V_2, \ldots, V_n$, where each $V_i$ is the set of vertices in a directed tree $T_i$ of $F$. Moreover, the following claims hold:

1. All the vertices in each $V_i$ belong to the same connected component.
2. Each cycle in $F$ either is a self-loop or contains exactly two arcs.
3. The cycle of each tree $T_i$ in $F$ contains the smallest vertex in $T_i$.

**Proof:** We start by proving claim 1. If $V_i$ consists of a single vertex, the claim is vacuously true. Hence, we assume that $|V_i| \geq 2$, and let $u$ and $v$ be two distinct vertices of $V_i$. Then, $(u, C(u))$ and $(v, C(v))$ belong to the directed tree.
But each arc in $T_i$ corresponds to an edge in $G$. Hence, there must exist a path connecting $u$ and $v$ in $G$.

We now establish claims 2 and 3. Note that $T_i$ is a self-loop consisting of the arc $(v, v)$ if and only if $v$ is an isolated vertex of $G$. Suppose that $T_i$ is not a self-loop, and let $r$ be the minimum vertex in $T_i$. Let $u = C(r)$. Since $(u, r)$ is an edge of the given graph, $C(u)$ must be equal to $r$. But $T_i$ has exactly one loop, and hence this loop consists of the two arcs $(u, r)$ and $(r, u)$. Clearly, this loop contains the smallest vertex $r$ in $T_i$. □

The root of a tree $T_i$ is defined to be the smallest vertex in $T_i$.

Our algorithm begins by computing the $C$ function defined on the set $V_i$. As we have shown in Lemma 5.1, the vertices belonging to the same directed tree of the pseudo-forest $F$ induced by $G$ are in the same connected component. Hence, we can “shrink” each set $V_i$ into a single vertex, called a supervertex, and repeat the procedure on the supervertex graph defined by the set of supervertices $\{V_i\}$ such that $(V_i, V_j)$ is an edge if and only if there exist $v \in V_i$ and $w \in V_j$ with the property that $(v, w) \in E$. The algorithm terminates when each supervertex becomes isolated.

We must elaborate on two important issues. First, we must clarify what we mean by “shrinking” a set $V_i$ of vertices, and how we obtain the new graph of supervertices. Second, we must specify how to assign, for each vertex $v \in V_i$, a value $D(v)$ that identifies the vertex’s connected component. These two issues are addressed next.

To shrink the set $V_i$ of vertices of a directed tree $T_i$, we (1) identify a special vertex $r_i$ of $V_i$ and designate it as a representative, and (2) label each vertex of $V_i$ that $r_i$ is its representative. Since $T_i$ is a directed tree, we can apply the pointer jumping technique (Section 2.2) $\lceil \log n_i \rceil$ using the function $C$, where $n_i = |V_i|$. For each $v \in V_i$, the new value $C(v)$ is equal to one of the two vertices in the loop of $T_i$. Taking the minimum of $C(v)$ and $C(C(v))$ sets $C(v)$ to the root of its tree, and the modified $C$ function defines now a set of rooted stars. The root $r_i$ of $T_i$ will be chosen as the representative of the set $V_i$, and will be referred to as the supervertex $r_i$.

Let $r_i$ and $r_j$ be the two supervertices representing the trees $T_i$ and $T_j$, respectively. Then, $r_i$ and $r_j$ are adjacent in the supervertex graph if and only if there exist $v \in V_i$ and $w \in V_j$ such that $(v, w) \in E$. We can insert an edge $(r_i, r_j)$ as follows. For each $(x, y) \in E$ such that $C(x) = C(y)$, we set $(C(x), C(y))$ to be an edge in the supervertex graph. Notice that a concurrent write of the same value is required to implement this last step.

The second issue of determining, for each vertex $v$, a value $D(v)$ that identifies the connected component containing $v$ can be handled as follows. When the algorithm terminates, each supervertex $r$ is isolated; hence, we set $D(r) = r$. These supervertices were the roots of a number of directed trees formed in the previous iteration. We now proceed in the reverse order, by expanding each root $r$ into its tree of the previous iteration, and assigning the value $D(r)$ to all the vertices in that tree. We continue expanding each supervertex until the original graph has been recovered. Since the root of each directed tree is the smallest vertex in that tree, the assigned $D$ value of each vertex $v$ is the minimum vertex in the connected component containing $v$.

We next present the corresponding overall algorithm.

**ALGORITHM 5.1**

(Connected Components for Dense Graphs)

**Input:** The $n \times n$ adjacency matrix $A$ of an undirected graph.

**Output:** An array $D$ of size $n$ such that $D(i)$ is equal to the smallest vertex in the connected component of $i$.

begin
1. Set $A_0 := A$, $n_0 := n$, $k := 0$.
2. while $n_k > 0$ do
   2.1. Set $k := k + 1$.
   2.2. Set $C(v) := \min\{u \mid A_{k-1}(u, v) = 1, u \neq v\}$
      if none then $v$.
   2.3. Shrink each tree of the pseudoforest defined by $C$ to a rooted star. The root of each star containing more than one vertex defines a new supervertex.
   2.4. Set $n_k$ to be the number of the new supervertices, and set $A_k$ to be the $n_k \times n_k$ adjacency matrix of the new supervertex graph.
3. For each vertex $v$, determine $D(v)$ as follows. If, at the end of step 2, $C(v) = v$, then set $D(v) = v$; otherwise, reverse the process performed at step 2 by expanding each supervertex $r$ (of the supervertices formed during an iteration) into the set $V_r$ of vertices of its directed tree, and making the assignment $D(v) = D(r)$ for each $v \in V_r$.
end

**Remark 5.1:** During the $k$th iteration of Algorithm 5.1, we can assign to the new supervertices $\{r_i\}_{i=1}^{n_k}$ serial numbers from $\{1, 2, \ldots, n_k\}$ by using the prefix-sums algorithm (Section 2.1); the numbers are then used in determining the adjacency matrix $A_k$. The information regarding the serial numbers should be recorded somewhere so that, during the execution of step 3, each vertex can be assigned the correct $D$ value. Step 3 expands the supervertices in reverse order to that in which they were merged in step 2. This process is
similar to that used in the contraction procedure for the optimal list-ranking algorithm (Section 3.1). The reader is asked to provide the details in Exercise 5.3.

EXAMPLE 5.3:
Consider the graph shown in Fig. 5.4(a). During the first iteration of the loop, the C function defined at step 2.2 is given by \( C(1) = 5 \), \( C(5) = 1 \), \( C(4) = 2 \), \( C(2) = 3 \), \( C(3) = 2 \), \( C(6) = 3 \), \( C(7) = 6 \), \( C(8) = 9 \), and \( C(9) = 8 \). Hence, the corresponding pseudoforest has three directed trees, as shown in Fig. 5.4(b). Step 2.3 causes each of these rooted trees to become a rooted star, as shown in Fig. 5.4(c). Assign to the roots 1, 2, and 8 the serial numbers \( s(1) = 1 \), \( s(2) = 2 \), and \( s(8) = 3 \). The adjacency matrix \( A_1 \) is given by

\[
A_1 = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

During the second iteration, the function \( C \) yields \( C(1) = 2 \), \( C(2) = 1 \), and \( C(3) = 3 \); hence, we have one nontrivial star rooted at 1. In this case, \( n_2 = 1 \), and the nontrivial star is changed into a self-loop during the third iteration; hence, \( n_3 = 0 \). Therefore, the algorithm terminates with two stars.

We conclude that there are two connected components: one whose representative is vertex 1, the other whose representative is vertex 8 (which was assigned the serial number of 3 during the first iteration). Hence, at step 3, \( D(1) = 1 \) and \( D(8) = 8 \). We now expand the supervertices in the reverse order. Vertex 2 belongs to the star with root 1 obtained at the second iteration. Hence, \( D(2) = D(1) = 1 \). The remaining vertices belong to stars during the first iteration. Hence, we obtain \( D(5) = D(1) = 1 \), \( D(3) = D(4) = D(6) = D(7) = D(2) = 1 \), and \( D(9) = D(8) = 8 \).

**Lemma 5.2:** Let \( n_k \) be the number of nontrivial stars at the end of the \( k \)th iteration of step 2 in Algorithm 5.1. Then, \( n_k \leq n_{k-1}/2 \), for all \( k \geq 1 \).

**Proof:** At the end of the \( k \)th iteration, some of the \( n_{k-1} \) stars determined by the \( (k-1) \)st iteration will become self-loops (and hence trivial)—say, \( n_{k-1} \) such stars—and each of the remaining \( n_{k-1} - n_{k-1} \) stars will be contained in one of the \( n_k \) nontrivial stars. Thus, \( n_k \leq (n_{k-1} - n_{k-1})/2 \), since each nontrivial star contains at least two vertices. Therefore, \( n_k \leq n_{k-1}/2 \).

We now establish the following theorem.

**FIGURE 5.4** 
Results of Algorithm 5.1 used on a graph, as explained in Example 5.3. (a) An input graph to the connected components for dense-graphs algorithm. (b) The pseudoforest generated by the C function that assigns to each vertex \( v \) the smallest vertex adjacent to \( v \). (c) The shrinking of the directed trees. (d) The pseudoforest obtained during the second iteration, where the supervertices 1, 2, and 3 stand for the three rooted stars in (c) whose roots are vertices 1, 2, and 8 respectively.
Theorem 5.1: Given the \( n \times n \) adjacency matrix of an undirected graph \( G \), Algorithm 5.1 determines the connected components of \( G \) in \( O(\log^2 n) \) time, using a total of \( O(n^3) \) operations.

Proof: Let \( n \) be the number of vertices in the input graph \( G \). We prove by induction on \( n \) that, at the end of the algorithm, \( D(v) \) will be equal to the smallest vertex in the connected component containing \( v \).

The base case \( n = 1 \) corresponds to a single vertex \( v \) in \( G \). The first iteration will make \( v \) into a supervertex, since \( C(v) = v \). There are no nontrivial stars in this case; hence, we go immediately to step 3, where we obtain that \( D(v) = v \).

Suppose that \( n > 1 \). Let \( v \) be an arbitrary vertex of \( G \). If \( v \) is an isolated vertex, then it is easy to see that \( v \) will be a supervertex by itself until the termination of the algorithm. Hence, there is nothing to prove in this case.

Assume that \( v \) is not an isolated vertex of \( G \). During the first iteration, \( v \) will belong to a rooted star (step 2.3) whose root \( r \) is the smallest vertex in the star. If \( v = r \), then \( v \) will be one of the supervertices in the new supervertex graph—say, \( G' \). By the induction hypothesis, \( D(v) \) will be assigned the smallest vertex in its connected component in \( G' \). The proof follows when we observe that each of the supervertices is the smallest vertex of its star. The remaining case is when \( v \neq r \), then \( D(v) \) will be set equal to \( D(r) \) at step 3, and the proof follows as before.

We now present the analysis of the resources required by the algorithm.

Consider the \( k \)th iteration of the while loop of step 2. Determination of \( C \) (step 2.2) can be performed easily in \( O(\log n_{k-1}) \) time, using \( O(n_{k-1}^2) \) operations, since it involves the computation of \( n_{k-1} \) minima, each involving a row containing \( n_{k-1} \) elements. We can shrink each tree defined by \( C \) to a star (step 2.3) by using the pointer jumping technique (see Section 2.2 and Exercise 2.41). If we apply the pointer jumping technique for \( \log n_{k-1} \) iterations, each vertex will be pointing to one of the two vertices making up the loop of its tree. Taking the minimum of these two vertices will transform each tree into a rooted star with a self-loop at the root. Hence, step 2.3 takes \( O(\log n_{k-1}) \) time, using \( O(n_{k-1} \log n_{k-1}) \) operations. Determining the number \( n_k \) of the nontrivial supervertices is a prefix-sums operation that can be performed in \( O(\log n_k) \) time, using \( O(n_k) \) operations. The adjacency matrix \( A_k \) can be determined as follows. For each \( A_{k-1}(u, v) = 1 \), set \( A_k(r(u), r(v)) = 1 \), where \( r(x) \) is the serial number of \( C(x) \) (which is the root of the star containing \( x \)). This step takes \( O(1) \) time, using \( O(n_k^2) \) operations, if we allow concurrent write of the same value instructions.

It follows that each iteration of the while loop takes \( O(\log n_{k-1}) \) time, using a total of \( O(n_{k-1}^2) \) operations.

The number of iterations is \( O(\log n) \), since \( n_k \leq n_{k-1}/2 \) (by Lemma 5.2) and \( n_0 = n \). The total number of operations required for the completion of the while loop is \( \sum_k O(n_k^2) = \sum_k O(n^{3/2^k}) = O(n^3) \).

Step 3 depends on how the information concerning the rooted stars and their serial numbers has been recorded. It is not difficult to confirm that this step can be performed within the bounds stated for step 2 (the details are left to Exercise 5.3).

Notice that Algorithm 5.1 is optimal whenever the adjacency matrix is given as input or if \( |E| = O(n^2) \).

PRAM Model: Steps 1, 2.1, and 2.2 of Algorithm 5.1 do not require any simultaneous memory access. Step 2.3 requires concurrent-read capability, and our method for constructing \( A_k \) in step 2.4 requires concurrent write of the same value. Step 3 can be implemented without any simultaneous memory access. Hence, Algorithm 5.1 can be implemented on the common CRCW PRAM model within the stated bounds. Adaptation of this algorithm to the CREW PRAM model is left to Exercise 5.1.

Remark 5.2: Step 2.2 selects, for each \( v \), the smallest vertex adjacent to \( v \). Actually, the algorithm will work correctly if an arbitrary adjacent vertex is selected. The shrinking at step 2.3 can still be done efficiently. The reader is asked to provide the details of such an algorithm and its corresponding complexity bounds in Exercise 5.5.

5.1.3 AN EFFICIENT ALGORITHM FOR SPARSE GRAPHS

Each iteration of Algorithm 5.1 requires \( O(\log n) \) time, essentially because we insist on forming rooted stars at the end of each iteration. In addition, the definition of the function \( C \) is unnecessarily restrictive. The next algorithm will relax these two restrictions such that each iteration can be executed in \( O(1) \) time.

As in the previous connected-components algorithm (Algorithm 5.1), we manipulate a forest of directed trees such that the vertices in each tree belong to the same connected component. In this case, each directed tree is constructed with a self-loop at its root. During each iteration, we examine each edge \((u, v)\) of the input graph, and, under certain conditions, we combine the two trees containing \( u \) and \( v \) if they are distinct. At the same time, we shorten the heights of the trees by applying the pointer jumping technique to each vertex in a directed tree.

Let \( D \) be the function on \( V \) defining a pseudoforest that arises at the beginning of an iteration. Initially, we set \( D(v) = v \), for each \( v \in V \). There are two basic operations performed on the pseudoforest during each iteration, which we define as follows:

- **Grafting:** Let \( T_i \) and \( T_j \) be two distinct trees in the pseudoforest defined by \( D \). Given the root \( r_i \) of \( T_i \) and a vertex \( v \) of \( T_j \), the operation \( D(r_i) = v \) is called grafting \( T_i \) onto \( T_j \) (see Fig. 5.5).
Pointer jumping: Given a vertex \( v \) in a tree \( T \), the pointer jumping operation applied to \( v \) is to set \( D(v) = D(D(v)) \) (see Fig. 5.6).

We now elaborate on the applications of these two operations during each iteration of our new connected-components algorithm.

Let \( T_i \) and \( T_j \) be two directed trees of our pseudoforest at the beginning of an iteration. Suppose that there exists an edge \( (u, v) \in E \) such that \( u \in T_i \) and \( v \in T_j \). We clearly should try to merge the two trees \( T_i \) and \( T_j \), since their vertices belong to the same connected component. To accomplish such a merging step in \( O(1) \) time, we require that either \( u \) or \( v \) be a root or directly connected to a root of its tree. A vertex \( x \) satisfies the latter condition if and only if \( D(x) = D(D(x)) \); hence, such a condition can be verified in \( O(1) \) time. However, a problem arises if both \( u \) and \( v \) satisfy this condition — that is, if \( D(u) = D(D(u)) \) and \( D(v) = D(D(v)) \) — which will result in an attempt to graft \( T_i \) onto \( T_j \) and \( T_j \) onto \( T_i \) simultaneously. To avoid such a difficulty, we insist on grafting a tree onto a smaller vertex of another tree. That is, given an edge \( (u, v) \in E \), we check whether \( D(u) = D(D(u)) \) and \( D(v) < D(u) \), and, if they are, we graft \( T_i \) onto \( T_j \) — that is, we set \( D(D(u)) = D(v) \).

Grafting a tree into a smaller vertex of another tree may in itself create a difficulty of a different type. Consider the case when the tree \( T_i \) is a rooted star such that all of its vertices are smaller than any of their adjacent vertices (Fig. 5.7). In this case, \( T_i \) may not be merged with any other tree until (1) one of the adjacent vertices becomes directly connected to the root of its tree or becomes the root, and (2) that tree does not get grafted onto a tree different from \( T_i \) (see Fig. 5.7). To avoid this problem, we require that, after the initial grafting process has been completed, an attempt be made to graft a star with root \( r_i \) onto the vertex \( v \), whenever there exists an edge connecting the star \( T_i \) and \( v \).

The pointer jumping operation is applied to each vertex \( v \). Hence, the height of the directed tree containing \( v \) reduces by at least a factor of \( 2/3 \) whenever the tree is not a rooted star.

We are ready to present the algorithm. The input consists of a set of edges \((i, j)\) given in an arbitrary order. An edge \((i, j)\) will appear twice, as \((i, j)\) and as \((j, i)\). In addition, for each vertex \( i \), we introduce a dummy vertex \( i' \) connected to \( i \). We initialize the function \( D \) with \( D(i) = D(i') = i \) for all \( i \). The reason for introducing the dummy vertices \( i' \) is to avoid the possibility of trying to graft two stars onto each other during the first iteration of the algorithm. Hence, we are starting with \( n \) stars.

The algorithm is based on an iterative procedure specified as follows.

**ALGORITHM 5.2**

(Connected Components for Sparse Graphs)

**Input:** (1) A set of edges \((i, j)\) given in an arbitrary order, and (2) a pseudoforest defined by a function \( D \) such that all the vertices in each tree belong to the same connected component.
3. If all the vertices are in rooted stars, then exit. Otherwise, perform the pointer jumping operation on each vertex as follows:
   for all \( i \) pardo
   \[
   D(i) := D(i) \\
   \]
   end

**Remark 5.3:** Each of steps 1 and 2 in Algorithm 5.2 may attempt to graft a single tree onto several other trees. In this case, we assume that one of them succeeds, and we do not care which one. The arbitrary CRCW PRAM is suitable for implementing such a policy.

**Remark 5.4:** To test whether a vertex \( i \) belongs to a star, we can do the following:
   for all vertices \( i \) pardo
   \[
   \text{star}(i) := \text{true} \\
   \text{if } D(i) \neq D(D(i)) \text{ then} \\
   \text{set star}(D(i)), \text{star}(D(D(i))) := \text{false} \\
   \text{set star}(i) := \text{star}(D(i)) \\
   \]

At the termination of this procedure, \( \text{star}(i) = \text{true} \) if and only if \( i \) belongs to a star. This procedure can be implemented in \( O(1) \) time, using a linear number of operations.

**EXAMPLE 5.4:**

Let \( G \) be the graph given in Fig. 5.8(a). Initially, \( D(i) = i \) and each vertex is in a rooted star, as shown in Fig. 5.8(b). At step 1 of the first iteration, several grafting operations of the same tree are attempted. For example, the tree rooted at 6 could be grafted onto the vertex 1 (because of edge (6, 1)) or onto vertex 5 (because of edge (6, 5)). We assume, in this case, that vertex 6 is grafted onto vertex 1. Fig. 5.8(c) shows the results of the various grafting operations performed at step 1 during the first iteration. Step 2 grafts the star rooted at vertex 4 onto the tree rooted at vertex 2, as shown in Fig. 5.8(d). Step 3 reduces the height of each tree, as shown in Fig. 5.8(e). After step 1 of the second iteration has been executed, we obtain the pseudoforest of Fig. 5.8(f). Step 2 has no effect during the second iteration. At the end of the second iteration, the vertices of each connected component belong to the same directed tree. The next two iterations reduce the two trees into rooted stars, and the algorithm terminates.

**Remark 5.5:** If step 2 of Algorithm 5.2 is omitted, then it may take \( \Omega(n) \) iterations for the algorithm to terminate. Providing such an example is left to Exercise 5.8.
Theorem 5.2: When Algorithm 5.2 terminates, all the vertices in the same connected component of a root \( r \) are directly connected to \( r \). All the trees become rooted stars after \( O(\log n) \) iterations, each iteration requiring \( O(1) \) time. The total number of operations required by the algorithm is \( O((m + n) \log n) \).

Proof: We shall prove claims 1 and 2, which establish the correctness of Algorithm 5.2.

Claim1: At the end of each iteration, the pseudoforest defined by \( D \) consists of directed trees with self-loops at their roots such that all vertices in a tree belong to the same connected component.

Claim2: In Algorithm 5.2, let \( r \) be the root of a star after step 2 of some iteration. All the vertices \( v \) in the connected component of \( r \) satisfy \( D(v) = r \), that is, they belong to the star rooted at \( r \).
5.1 Connected Components

Proof of Claim 1: The proof is by induction on the iteration number k. The base case k = 0 follows immediately, since each vertex is in a rooted star.

Assume that the induction hypothesis holds for the kth iteration. During the (k + 1)st iteration, a grafting operation performed at step 1 or step 2 will combine two trees whose vertices belong to the same connected component. The effect of step 3 is to shorten the heights of the directed trees that are not stars. In each case, the root of each resulting tree will keep its self-loop. Therefore, the induction hypothesis holds for all values of k, and Claim 1 follows.

Proof of Claim 2: Suppose that there exists a vertex v in the connected component of r such that D(v) ≠ r (the D value in the current iteration). The existence of this vertex implies the existence of a vertex w such that D(w) ≠ r, and w is connected with an edge to the tree containing r. But then r would have been grafted onto another tree at step 2. Therefore, all the vertices u in the connected component of r satisfy D(u) = r.

To establish that the algorithm terminates after O(\log n) iterations, we show the following claim.

Claim 3: Let K be a connected component of G and let |K| denote the number of vertices in K. Let h_k(K) be the sum of the heights of the trees consisting of the vertices of K at the end of the kth iteration. If these trees do not form a single rooted star, then h_k(K) ≤ \left(\frac{3}{2}\right)^k|K|.

Proof of Claim 3: The proof is by induction on k. The base case k = 0 holds since we always have h_0(K) ≤ |K|.

Denote by h(T) the height of a tree T. Since no tree is ever grafted onto a leaf, grafting a tree T_j onto another tree T_i yields a tree T whose height satisfies h(T) ≤ h(T_i) + h(T_j). Hence, after steps 1 and 2, h_k(K) does not increase. Moreover, if these trees are not transformed into a single star, none of them is a rooted star (because of step 2). By the pointer jumping operation of step 3, h_k(K) ≤ \left(\frac{3}{2}\right)h_{k-1}(K). The proof follows by induction.

Using Claim 3, it is clear that h(T) ≤ 1 for each tree T after O(\log n) iterations. Each iteration requires O(m + n) operations, and hence the total number of operations is O((m + n) \log n).

PRAM Model: Step 3 of Algorithm 5.2 requires concurrent-read capability only. In each of steps 1 and 2, the algorithm may try to graft a given tree to several trees. In this case, a concurrent write will take place, and we assume that any one of them succeeds. Hence, our algorithm runs on the arbitrary CRCW PRAM model.
5.2 Minimum Spanning Trees

Let $G = (V, E)$ be a connected, undirected graph with a weight function $w$ on the set $E$ of edges to the set of reals. A spanning tree is a subgraph $T = (V, E_T)$, $E_T \subseteq E$, of $G$ such that $T$ is a tree. The weight $w(T)$ of a spanning tree $T$ is the sum of the weights of its edges. A spanning tree with the smallest possible weight is called a minimum spanning tree (MST) of $G$. Determining an MST of a given weighted graph is an important problem that arises in many applications.

Assume without loss of generality that no two edges have the same weight. Otherwise, we can assign, for each edge $e$, a new weight $w'(e)$ consisting of the pair $(w(e), s(e))$, where $w(e)$ is the given edge weight, and $s(e)$ is its serial number. Given any two distinct edges $e_1$ and $e_2$, we have that $w'(e_1) \neq w'(e_2)$ because $s(e_1) \neq s(e_2)$; in addition, $w'(e_1) < w'(e_2)$ if $w(e_1) < w(e_2)$, or $w(e_1) = w(e_2)$ and $s(e_1) < s(e_2)$. The sum of the weights of several edges is computed componentwise.

5.2.1 A Strategy for Computing Minimum Spanning Trees

The following observation leads to an efficient strategy for solving the MST problem.

**Lemma 5.3:** Let $G = (V, E)$ be a weighted connected graph. For each vertex $u \in V$, let $C(u) \in V$ be such that $(u, C(u))$ is the minimum-weight edge incident on $u$. Then, the following two claims hold:

1. All the edges $(u, C(u))$ belong to the MST.
2. The function $C$ defines a pseudoforest such that each directed tree has a cycle containing exactly two arcs.

**Proof:** We start with the proof of Claim 1. Let $T$ be a minimum spanning tree. Suppose that $(u, C(u))$ is not in $T$ for some $u \in V$. Let $P = (u, x_1, \ldots, x_r, C(u))$ be the path in $T$ connecting $u$ to $C(u)$. Replacing $(u, x_1)$ with $(u, C(u))$ yields another spanning tree $T'$ such that $w(T') < w(T)$. This result contradicts the fact that $T$ is an MST; hence, $(u, C(u))$ must be in $T$.

As for Claim 2, note that, if a directed tree $T$ defined by $C$ contains a cycle of length greater than 2, the undirected version of $T$ will contain a cycle. This result is impossible since, by Claim 1, all edges must belong to the MST. Moreover, no self-loops can occur, since $(u, C(u))$ must be an edge of $G$ for each $u$. Therefore, each directed tree must have a cycle containing exactly two arcs.

The proof of Lemma 5.3 can be slightly generalized to obtain the following lemma.

**Lemma 5.4:** Let $V = \bigcup V_i$ be an arbitrary partition of $V$ with the corresponding subgraphs $G_i = (V_i, E_i)$, where $1 \leq i \leq t$. For each $i$, let $e_i$ be the minimum-weight edge connecting a vertex in $V_i$ to a vertex in $V - V_i$. Then, all the edges $e_i$ belong to an MST of the graph $G = (V, E)$.

Note that, since all the edges have different weights, Lemma 5.4 implies that the MST is unique.

There are three well-known greedy strategies to solve the MST problem, all of which can be derived from Lemmas 5.3 and 5.4. The first, which leads to Prim's algorithm, grows a tree successively by adding minimum-weight edges to it, starting initially from a single vertex. The second strategy, leading to Kruskal's algorithm, processes the edges in order of their weights, adding those that do not create cycles. The third strategy leads to Sollin's algorithm and is described in Section 5.2.2.

We note that there are faster sequential algorithms to solve the MST problem on sparse graphs, but these algorithms are more involved than any of the three algorithms sketched here. The interested reader is referred to the bibliographic notes at the end of this chapter.

5.2.2 Sollin's Algorithm and Its Parallel Implementation

Sollin's MST algorithm begins with the forest $F_0 = (V, \emptyset)$ and grows trees on subsets of $V$ until there is a single tree containing all the vertices. During each iteration, the minimum-weight edge incident on each tree is selected. The new edges are added to the current forest—say, $F_i$—to obtain a new forest, $F_{i+1}$. This process is continued until there is only a single tree. It is clear that the number of trees in $F_{n+1}$ is at most one half the number of trees in $F_1$.

Hence, Sollin's algorithm requires $O(n \log n)$ iterations.

Our parallel implementation of Sollin's algorithm runs in $O(n \log n)$ time, using a total of $O(n^2)$ operations. An alternative implementation with running time $O(n \log n)$ and a total of $O(m \log n)$ operations is left to Exercise 5.13.

Let $W$ be the weight matrix of the given connected graph $G = (V, E)$. For $i \neq j$, $W(i, j)$ is equal to the weight of the edge $(i, j)$, if the latter exists; otherwise, $W(i, j) = \infty$, where $\infty$ is an identity element with respect to the minimum operator. We also set $W(i, i) = \infty$.

When the algorithm terminates, each edge belonging to the MST is marked. We can then generate efficiently the list of the edges in MST.
The strategy of connected-components algorithm for dense graphs (Algorithm 5.1) is used to implement Sollin’s algorithm. The only essential difference is the definition of the function $C$. In the next algorithm, $C$ will be used to select the edges in the MST.

**ALGORITHM 5.3**

*(Minimum Spanning Tree)*

**Input:** An $n \times n$ array $W$, representing a weighted connected graph such that no two edges have the same weight.

**Output:** A label for each edge belonging to the MST.

**begin**

1. Set $W_0 = W$; $n_0 = n$; $k = 0$
2. while $(n_k > 1)$ do
   2.1. Set $k = k + 1$
   2.2. Set $C(v) = u$, where $W_{k-1}(v, u) = \min \{W_{k-1}(v, x) \mid x \neq v\}$. Mark $(v, C(v))$.
   2.3. Shrink each directed tree of the pseudoforest defined by $C$ to a rooted star.
   2.4. Set $n_k$ to be equal to the number of the rooted stars, and set $W_k$ to be the $n_k \times n_k$ weight matrix of the graph induced by viewing each star as a single vertex.
3. Restore each marked edge to its original name.

**end**

**Remark 5.6:** Note that if $k$ is a root of a tree in the pseudoforest defined by $C$ at step 2.2, then the edge $(r, C(r))$ will get marked “twice.” The handling of this problem depends on the exact form of the output desired. For example, we can output the adjacency matrix of the MST, in which case $(r, C(r))$ and $(C(r), r)$ correspond to two different entries; we can then make the corresponding matrix symmetric at the very end of the algorithm. This solution will not increase the resource requirements of the algorithm.

**EXAMPLE 5.5:**

Consider the weighted graph $G$ given in Fig. 5.9(a). The $C$ function determined during the first iteration of the while loop is given by $C(v_1) = v_6$, $C(v_2) = v_3$, $C(v_3) = v_4$, $C(v_4) = v_3$, $C(v_5) = v_1$, and $C(v_6) = v_1$ (Fig. 5.9b). The edges $(1, 6)$, $(2, 3)$, $(3, 4)$, and $(3, 5)$ are marked. Step 2.3 shrinks each of the two trees defined by $C$ into rooted stars, one with root $v_4$, and the other with root $v_1$ as shown in Fig. 5.9(c). Assign serial numbers 1 and 2 to vertices 4 and 1. The matrix $W_1$ is then given by

$$W_1 = \begin{bmatrix} \infty & 4 \\ 4 & \infty \end{bmatrix}.$$  

**FIGURE 5.9**

An illustration of the MST algorithm (Algorithm 5.3). (a) An input graph. (b) The pseudoforest generated during the first iteration. (c) The stars obtained after application of the pointer jumping technique to each directed tree. (d) The pseudoforest obtained during the second iteration, where $v_5$ represents the set $\{v_2, v_3, v_4, v_5\}$ and $v_2$ represents the set $\{v_1, v_2\}$, and the edge between $v_1$ and $v_2$ is edge $(v_3, v_1)$, which is the minimum-weight edge connecting the two corresponding sets of vertices. (e) The resulting MST.

Hence, during the second iteration we get $C(1) = 2$ and $C(2) = 1$. This result implies that $n_2 = 1$, and we thus go to step 3. Edge $(1, 3)$ will then be recovered as the marked edge during the second iteration.

The correctness of Algorithm 5.3 follows from Lemmas 5.3 and 5.4, and from the correctness proof of Algorithm 5.1. The complexity analysis is identical to that of Algorithm 5.1, except for step 2.4. We now outline the implementation details of this step.
Let $G_i$ denote the graph defined by the matrix $W_i$. After the execution of step 2.3, the vertices in $G_{k-1}$ are grouped into supervertices such that $i$ and $j$ are in the same supervertex if and only if $C(i) = C(j)$. The purpose of step 2.4 is to obtain the $n_k \times n_k$ matrix $W_k$ of the induced graph $G_k$ from the $n_{k-1} \times n_{k-1}$ matrix $W_{k-1}$ of graph $G_{k-1}$.

Let $r_1$ and $r_2$ be the roots of two distinct rooted stars. For simplicity, assume that $r_1$ and $r_2$ denote also the serial numbers of the corresponding stars. Then, $W_k(r_1, r_2) = \min\{W_{k-1}(i, j) : C(i) = r_1 \text{ and } C(j) = r_2\}$. We can compute the weight matrix $W_k$ in two stages.

- **Stage 1:** Compute the $n_{k-1} \times n_k$ weight matrix $W_{k-1}$ defined by $W_{k-1}(i, r) = \min\{W_{k-1}(i, j) : C(j) = r\}$, where $i$ is a vertex of $G_{k-1}$ and $r$ is a vertex of $G_k$.

  **Explanation:** We group the columns of the matrix $W_{k-1}$ into $n_k$ groups according to their supervertices, which we can accomplish by sorting the vertices of $G_{k-1}$ according to their $C$ values. We can now compute the matrix $W_{k-1}$ by replacing each row of the modified $W_{k-1}$ by $n_k$ minima; each minimum is taken over a group.

  The sorting step can be performed in $O(\log n_{k-1})$ time, using a total of $O(n_{k-1} \log n_k)$ operations (pipelined merge sort, Algorithm 4.4). Each row of $W_{k-1}$ requires $O(\log n_{k-1})$ time, using $O(n_{k-1})$ operations. Therefore, stage 1 can be completed in $O(\log n_{k-1})$ time, using a total of $O(n_k^2)$ operations.

- **Stage 2:** Compute the $n_k \times n_k$ weight matrix such that $W_k(r_1, r_2) = \min\{W_{k-1}(i, j) : C(i) = r_1 \text{ and } C(j) = r_2\}$, for $1 \leq r_1, r_2 \leq n_k$.

  **Explanation:** The weight matrix $W_k$ can be generated from $W_{k-1}$ in exactly the same way that $W_{k-1}$ was generated from $W_{k-1}$, except that we group the rows according to their supervertices, instead of grouping the columns. Hence, this stage takes also $O(\log n_{k-1})$ time, using a total of $O(n_k^2)$ operations.

We therefore have the following theorem.

**Theorem 5.3:** Given the $n \times n$ weight matrix of a connected, undirected graph $G = (V, E)$, an MST can be found in $O(\log^2 n)$ time, using a total of $O(n^2)$ operations. Hence Algorithm 5.3 is optimal.

**PRAM Model:** Step 2.2 of Algorithm 5.3 does not require any simultaneous memory access; steps 2.3 and 2.4 require concurrent-read capability. Hence, our algorithm is of the CREW PRAM type.

**Remark 5.7:** We can solve the problem of determining an arbitrary spanning tree of an undirected, connected graph in a similar way by adapting either of the connected-components algorithms presented in Section 5.1 (Algorithms 5.1 and 5.2). Therefore, a spanning tree of a connected graph with $n$ vertices and $m$ edges can be found either (1) in $O(\log^2 n)$ time, using $O(n^2)$ operations on the CREW PRAM, or (2) in $O(\log n)$ time, using $O((m + n) \log n)$ operations on the arbitrary CRCW PRAM with $G$ given as a sequence of edges.

### 5.3 Biconnected Components

Let $G = (V, E)$ be a connected, undirected graph, such that $|V| = n$ and $|E| = m$. Define a relation $R_b$ on $E$ as follows. Given any two edges $e$ and $g$, $eR_b g$ if and only if $e = g$ or $e$ and $g$ are on a common simple cycle. It is straightforward to check that $R_b$ is an equivalence relation, and hence partitions $E$ into equivalence classes $\{E_i\}_{i=1}^t$. Let $V_i = \{v \in V : v$ is the endpoint of some edge in $E_i\}$. Then, the subgraphs $G_i = (V_i, E_i)$ are called the **biconnected components** or blocks of $G$. Note that a vertex may appear in several blocks.

**Example 5.6:**

Let $G$ be the graph given in Fig. 5.10(a). Then, $G$ has four blocks, as shown in Fig. 5.10(b). Each block either is a single edge or consists of several edges such that any pair of these edges lies on a common simple cycle. Note that vertex $v_1$ belongs to three blocks.

It is well known that determining the blocks of $G$ can be done in $O(n + m)$ sequential time using depth-first search. Our parallel algorithm follows a different strategy that is based on transforming the graph $G$ into another graph $G'$ such that the blocks of $G$ are the connected components of $G'$. The starting point is an arbitrary spanning tree, rather than a depth-first search tree.

### 5.3.1 Reduction to Connected Components

We begin by reviewing a few standard definitions from graph theory.

Let $C_1$ and $C_2$ be two cycles of the input graph $G = (V, E)$. The exclusive OR of $C_1$ and $C_2$, denoted by $C_1 \oplus C_2$, is the set of edges in $C_1$ or in $C_2$, but not in both. Let $\{C_i\}_{i=1}^t$ be a set of cycles in $G$. The cycles $C_1, C_2, \ldots, C_t$ are called **independent** if there exists no cycle $C_i$ that is the exclusive OR of a subset of the remaining cycles. A collection $\mathcal{C}$ of independent cycles is called a **cycle basis** for $G$ if and only if every cycle of $G$ is the exclusive OR of a subset of $\mathcal{C}$.
EXAMPLE 5.7:
A graph $G$ with a spanning tree in solid lines is shown in Fig. 5.11. Each of the dashed lines represents a non-tree edge that generates a basis cycle relative to $T$.

Suppose we are given a spanning tree $T$ of our undirected and connected graph $G = (V, E)$. Define a relation $R_c$ on the set $E$ as follows: For any pair $(e, g)$ of edges, $eR_c g$ if and only if $e$ and $g$ belong to a common cycle determined by a non-tree edge. The reflexive transitive closure $R_c^*$ of $R_c$ consists of all pairs of edges $(e, g)$ for which either (1) $e = g$, or (2) there exist edges $f_1, f_2, \ldots, f_i$ such that $eR_{f_1}f_1R_{f_2}f_2\cdot \cdot \cdot R_{f_{i-1}}f_{i-1}R_{f_i}g$.

We are ready to establish the following lemma.

**Lemma 5.5:** Let $T$ be an arbitrary spanning tree of a connected graph $G = (V, E)$ and let $R_c$ be the relation defined previously. Then, $R_b = R_c^*$, where $R_b$ is the equivalence relation defining the blocks of $G$, and $R_c^*$ is the reflexive, transitive closure of $R_c$.

---

**Figure 5.10**
The graph for Example 5.6. (a) The graph. (b) The graph's blocks; each block either is a single edge or consists of several edges, any two of which lie on a common simple cycle.

---

**Figure 5.11**
The spanning tree of the given graph is shown in solid lines. Each of the dashed lines creates a basis cycle. The collection of these cycles forms a cycle basis for the given graph.
**Proof:** According to the definition of \( R_e \), \( eR_ag \) implies that \( e \) and \( g \) belong to a common basis cycle relative to \( T \), and hence that \( R_e \subseteq R_b \). But since \( R_b \) is an equivalence relation, this result implies that \( R_e^* \subseteq R_b^* \).

Let \( e \) and \( g \) be two edges such that \( eR_ag \). If \( e = g \), then we are done, since by definition \( R_b^* \) is reflexive. Otherwise, there exists a simple cycle \( C \) containing \( e \) and \( g \). Let \( \{ C_i \} \) be the cycle basis determined by the spanning tree \( T \). Then, \( C = C_1 \oplus \ldots \oplus C_i \), for some indices \( i_1, i_2, \ldots, i \). Given any two cycles \( C_j \) and \( C_k \), there exist cycles \( C_{j_1}, C_{j_2}, \ldots, C_{j_m} \), such that \( C_j \) shares an edge with \( C_{j_1}, C_{j_2}, \ldots, C_{j_m} \), and so on, until we reach \( C_{i_k} \), which shares an edge with \( C_{i_k} \). If the cycles \( C_{i_k} \)'s do not exit, the exclusive OR \( C_i \oplus \ldots \oplus C_i \) will not be a single cycle. Since the edges in each cycle are clearly in \( R_e \), by transitivity, all the edges in \( C \) are in \( R_e^* \), and therefore \( eR_e^* g \).

Suppose we can somehow identify \( R_e \). Then, the blocks of \( G \) can be determined as follows. Let \( G' = (V', E') \), where \( V' \) is the set \( E \) of edges of \( G \), and \( (e, g) \in E' \) if and only if \( eR_ag \). The connected components of \( G' \) correspond to the equivalence classes of \( R_e^* \), and hence uniquely identify the blocks of \( G \).

**Example 5.8:**

Consider again the graph \( G \) of Fig. 5.10; a spanning tree of \( G \) is shown in solid lines in Fig. 5.12(a). The corresponding cycle basis consists of the three cycles \( C_1 = \{ e_1, e_2, e_3 \}, C_2 = \{ e_2, e_4, e_5 \}, \) and \( C_3 = \{ e_8, e_9, e_{10} \} \). The graph \( G' \) of the relation \( R_e \) is shown in Fig. 5.12(b). For example, there is an edge connecting \( e_4 \) and \( e_5 \) because both edges belong to \( C_2 \), and there is no edge incident on \( e_6 \) or \( e_8 \) because neither edge is contained in any of the cycles \( C_1, C_2, \) and \( C_3 \). The connected components of \( G' \) are given by \( \{ e_1, e_2, e_3, e_4, e_5 \}, \{ e_8, e_9, e_{10} \}, \{ e_6 \} \), and \( \{ e_7 \} \), which define precisely the blocks of \( G \).

Unfortunately, \( R_e \) may be too large for our purposes. Consider, for example, the case when \( G \) is a simple cycle. Then, \( |R_e| = \Theta(n^2) \), in spite of the fact that \( m = n \), in this case. We now define a subset of \( R_e \), which will be used to induce the same connected components as does \( R_e \).

The relation \( R_e \) has been defined relative to a given spanning tree \( T \) of the input graph \( G = (V, E) \). We wish to define a relation \( R_e^* \) on the set \( E \) such that (1) \( R_e^* \subseteq R_e \), (2) \( |R_e^*| = O(m) \), and (3) \( (R_e^*)^* = R_e \). To define \( R_e^* \), we find it useful to number the vertices in \( V \) using a preorder traversal of the spanning tree \( T \) rooted at an arbitrary vertex \( r \). A **preorder traversal** of \( T \) consists of a traversal of the root \( r \), followed by the preorder traversals of the subtrees of \( r \) from left to right (also introduced in Exercise 3.13). For the remainder of this section, we **identify** each vertex \( v \) by its preorder number. We illustrate the usefulness of the preorder numbering with the following simple lemma.

**Lemma 5.6:** Let \( T \) be a rooted tree in which each vertex has been identified with its preorder number, and let \( \text{size}(v) \) denote the number of vertices in the subtree rooted at \( v \). Then, the following claims hold:

1. Given any two vertices \( u \) and \( v \), if \( u < v \), then \( v \) cannot be an ancestor of \( u \).
2. Given any two vertices \( u \) and \( v \) such that \( v + \text{size}(v) \leq u \), then \( u \) and \( v \) are not related; that is, neither vertex is an ancestor of the other vertex.
Proof: Claim 1 follows from the fact that a vertex \( v \) is always visited before any of its descendants in a preorder traversal of the tree.

As for claim 2, \( u \) cannot be an ancestor of \( v \), since \( v < u \). Any descendant \( w \) of \( v \) must be visited before the preorder traversal of the subtree rooted at \( v \) has been completed. Therefore, \( w \) must satisfy \( v \leq w < v + \text{size}(v) \), which implies that vertex \( u \) cannot be a descendant of \( v \).

We are now ready to define the new relation \( R'_c \). For each vertex \( u \), we denote the parent of \( u \) in the rooted spanning tree \( T \) by \( p(u) \). Given any two edges \( e \) and \( g \) of \( E \), \( eR'_c g \) if and only if one of the following conditions hold:

1. \( e = (u, p(u)) \) and \( g = (u, v) \) in \( G - T \), and \( v < u \) (Fig. 5.13a).
2. \( e = (u, p(u)) \) and \( g = (v, p(v)) \), and \( (u, v) \) in \( G - T \) such that \( u \) and \( v \) are not related (Fig. 5.13b).
3. \( e = (u, p(u) = v) \), \( v \neq 1 \), and \( g = (v, p(v)) \), and some nontree edge of \( G \) joins a descendant of \( u \) to a nondescendant of \( v \) (Fig. 5.13c).

EXAMPLE 5.9:

Consider again the graph \( G \) of Fig. 5.10(a). A possible rooted spanning tree is shown in Fig. 5.14(a). We now show how to determine the relation \( R'_c \). By condition 1, we have that \( (e_4, e_1), (e_5, e_2), \) and \( (e_{10}, e_8) \) are in \( R'_c \). By condition 2, we obtain that \( (e_5, e_4) \) and \( (e_4, e_3) \) are in \( R'_c \). Condition 3 implies that \( (e_9, e_{10}) \) is in \( R'_c \). The graph corresponding to \( R'_c \) is shown in Fig. 5.14(b). The connected components of \( G^* \) correspond to the blocks of \( G \).

The following lemma provides a justification for our definition of \( R'_c \).

Lemma 5.7: Let \( R_c \) and \( R'_c \) be the relations defined previously with respect to an arbitrary rooted spanning tree \( T \) of \( G \). Then, \( R'_c = (R_c)^* \), and \( |R'_c| = O(m) \), where \( m \) is the number of edges in \( G \).

Proof: Any two edges \( e \) and \( g \) that satisfy \( eR'_c g \) belong to a cycle determined by a nontree edge. Hence, they are in \( R'_c \), which implies that \( R'_c \subseteq R_c \), and thus \( (R'_c)^* \subseteq (R_c)^* \).

We now prove the converse. Let \( e \) and \( g \) be two edges that satisfy \( eR_c g \). Then, \( e \) and \( g \) lie on a common basis cycle relative to \( T \)—say, that defined by the nontree edge \( (u, v) \). Let \( z \) be the lowest common ancestor of \( u \) and \( v \). We show that all the edges in the basis cycle are in \( (R'_c)^* \), which will establish that \( R'_c \subseteq (R'_c)^* \).

FIGURE 5.13
Pairs of edges defining the relation \( R'_c \). (a) \((u, v)\) is a nontree edge such that \( v < u \); hence, the pair of edges \((u, v)\) and \((u, p(u))\) belong to \( R'_c \). (b) \((u, v)\) is a nontree edge such that \( u \) and \( v \) are not related; hence, \((u, p(u))\) and \((v, p(v))\) belong to \( R'_c \).
Assume without loss of generality that \( u < v \). We consider two separate cases.

1. \( z \neq u \) (see Fig. 5.15a): Hence, \( u \) and \( v \) are unrelated, and thus \((u, p(u))\) and \((v, p(v))\) are in \( R_c' \) by condition 2. Using condition 1, we obtain that \((v, p(v))\) and \((v, u)\) are also in \( R_c' \). By condition 3, we obtain that each pair of successive edges on the path between \( z \) and \( u \), and on the path between \( z \) and \( v \), is also in \( R_c' \). By transitivity, we obtain that \( (R_c')^g \).

2. \( z = u \) (see Fig. 5.15b): We apply condition 3 several times to obtain that \( e \) and \( g \) are in \( R_c' \).

As for the size of \( R_c' \), we bound the number of edges satisfying each of conditions 1, 2, and 3. Each edge in \( G - T \) determines one pair of edges satisfying condition 1. As for condition 2, an edge in \( G - T \) may determine at most one pair of edges in \( R_c' \). Given the restriction on the pairs defined in condition 3, the total number of such pairs is no more than the number of edges in \( T \). Therefore, \( |R_c'| = O(m) \).

Let \( G' = (V', E') \) be the graph corresponding to \( R_c' \).

**Corollary 5.1:** Let \( R_b \) and \( R_c \) be the two relations defined previously. Then, \((R_c')^* = R_b\); hence, two edges of \( G \) are in a common block if and only if they are in a common connected component of the graph \( G' \) defined by \( R_c' \). \( \square \)

**5.3.2 THE BICONNECTED-COMPONENTS ALGORITHM**

For each vertex \( v \) in the rooted spanning tree \( T \) of \( G \), let \( p(v) \) be the parent of \( v \) and let \( size(v) \) be the number of vertices in the subtree rooted at \( v \). We have already developed a parallel algorithm for computing this function in Section 3.2. We now introduce two new functions on the set \( V \).
Since $y$ is a non descendant of $v$ and $(u, p(u) = v)$ is an edge of $T$, we must have $y < v$. But $low(u) \leq y$, and hence $low(u) < v$. The second case is where $y > u$. Since $y$ is a non descendant of $v$ and $(u, v)$ is an edge of $T$, we must have that $y$ is visited after the preorder traversal of the subtree rooted at $v$ has been completed. Therefore, $y \geq v + size(v)$, which implies that $high(u) \geq v + size(v)$.

We now prove the converse. Let $e = (u, p(u) = v)$ and $g = (v, p(v))$ be a pair of tree edges satisfying $low(u) < v$ or $high(v) \geq v + size(v)$. Suppose that $low(u) < v$. Then, by the definition of $low(u)$, there exists a descendant $x$ of $u$ incident on a nontree edge $(x, y)$ such that $y = low(u)$. Since $y = low(u) < v$, vertex $y$ cannot be a descendant of $v$. Thus, $(x, y)$ is an edge that connects a descendant of $u$ to a non descendant of $v$, and therefore $e$ and $g$ satisfy condition 3. The case where $high(u) \geq v + size(v)$ can be treated in a similar fashion. This concludes the proof of the lemma.

We next develop a simple algorithm to compute the function $low(v)$ for each $v \in V$. The algorithm consists of two main steps. The first step assigns, to each vertex $v$, a weight, which is the minimum of $v$ and any vertex connected to $v$ by a nontree edge. The second step determines the minimum weight in the subtree rooted at $v$, for each vertex $v$. The details are stated in the next algorithm.

**ALGORITHM 5.4**

(Computing $low(v)$)

**Input:** A rooted spanning tree $T$ of a connected graph $G$ represented by a set of adjacency lists that support the Euler-tour technique.

**Output:** The value of $low(v)$, for each vertex $v$.

**begin**
1. For each vertex $v$, compute $w(v) = \min[v] \cup \{u \mid (v, u) \text{ is a nontree edge}\}$.
2. For each vertex $v$, $low(v) = \min\{w(u) \mid u \text{ is in the subtree rooted at } v\}$.

**end**

**Lemma 5.9:** Algorithm 5.4 correctly computes $low(v)$ for each vertex $v \in V$. The running time is $O(\log n)$, and the total number of operations is $O(m)$, where $n$ is the number of vertices, and $m$ is the number of edges.

**Proof:** The correctness proof follows from the definition of the $low$ function. The time analysis is done under the assumption that each vertex of the input graph $G$ contains a pointer to its adjacency list (the same as in the algorithms using the Euler-tour technique). Given the fact that the edges of
the spanning tree are marked, step 1 involves the computation of the minimum of unmarked elements in each list. Clearly, this step can be performed in $O(\log n)$ time, using a total of $O(m)$ operations. As we have seen in Section 3.3.3, the tree-contraction algorithm (Algorithm 3.7) can handle step 2 in $O(\log n)$ time, using $O(n)$ operations.

The problem of computing, for all $v \in V$, the value $\text{high}(v)$ can be solved in a similar fashion using the same resource bounds.

We are ready to present the overall biconnected-components algorithm.

**ALGORITHM 5.5**

(Biconnected Components)

**Input:** A connected, undirected graph $G$ represented either by an adjacency matrix or by a sequence of edges.

**Output:** An array $B$ such that $B(e) = B(g)$ if and only if $e$ and $g$ are in the same biconnected component. Each entry of $B$ is the serial number of an edge of $G$.

**begin**

1. Determine a spanning tree $T$ of $G$.
2. Root $T$ at an arbitrary vertex, and identify each vertex with its preorder number.
3. For each vertex $v \in V$, compute $\text{size}(v)$, $\text{low}(v)$, and $\text{high}(v)$.
4. Construct a list $L$ of pairs of edges as follows.
   1. For each edge $e = (u, v)\in G - T$ such that $v < u$, put the pair $(e, g)$ on $L$, where $g = (u, p(u))$.
   2. For each edge $(u, v) \in G - T$ such that $v + \text{size}(v) < u$, put the pair $(e, g)$ on $L$, where $e = (v, p(v))$ and $g = (u, p(u))$.
   3. For each edge $e = (u, p(u) = v), v \neq 1$, add $(e, g)$ to $L$ if $\text{low}(u) < v$ or $\text{high}(u) \geq v + \text{size}(v)$, where $g = (v, p(v))$.
5. Find the connected components of the graph determined by the edges on $L$. These components are identified by an array $B$.

**end**

**Theorem 5.4:** Algorithm 5.5 correctly identifies the edges in each biconnected component of the input graph. This algorithm can be implemented in $O(\log n)$ time, using $O((m + n)\log n)$ operations on the arbitrary CRCW PRAM.

**Proof:** We start with the correctness proof. We only need to elaborate on step 4. We start by establishing the following claim.

**Claim:** The pairs of edges put on the list $L$ after the execution of step 4 are precisely those pairs satisfying the relation $R'_c$.

**Proof:** Any pair generated in step 4.1 satisfies condition 1, and any pair that satisfies condition 1 is generated in step 4.1. Consider a pair of edges corresponding to an edge $(u, v)$ in $G - T$ identified in step 4.2. As we have seen in Lemma 5.6, the condition $v + \text{size}(v) < u$ implies that $u$ and $v$ are not related. Therefore, condition 2 of the definition of $R'_c$ applies to $(u, p(v))$ and $(u, p(u))$. Conversely, every pair of edges satisfying condition 2 of the definition of $R'_c$ will be put on $L$ in step 4.2. Using Lemma 5.8, we obtain that the pairs of edges identified in step 4.3 are exactly those pairs satisfying condition 3 of the definition of $R'_c$, and the proof of the claim is complete.

From Lemma 5.7, it follows that the edges in each connected component of the graph determined by $L$ define a biconnected component of the original graph.

As for the complexity bounds, we estimate the resources of each step separately.

We can compute the spanning tree $T$ of $G$ (step 1) by using Algorithm 5.2, which runs in $O(\log n)$ time, using $O((m + n)\log n)$ operations on the arbitrary CRCW PRAM.

As for step 2, the Euler-tour technique can be used (1) to root $T$, (2) to compute the preorder number of each vertex, and (3) to compute $\text{size}(v)$, for each vertex $v$. As we have seen in Section 3.2, these functions can be computed in $O(\log n)$ time, using a linear number of operations, whenever $T$ is represented by the adjacency lists with some additional pointers. Obtaining these adjacency lists from the marked edges of $T$ can be done within the resources required for determining $T$ (the details are left to Exercise 5.15).

The problem of computing the functions $\text{high}$ and $\text{low}$ can be done in $O(\log n)$ time, using $O(m)$ operations, as shown in Lemma 5.9.

Each of steps 4.1, 4.2, 4.3 can be executed in $O(1)$ time using $O(m)$ operations. Finally, we can handle step 5 by using the connected-components algorithm for sparse graphs (Algorithm 5.2), covered in Section 5.1. Therefore, the theorem follows.

**PRAM Model:** Steps 2 and 3 of Algorithm 5.5 use the Euler-tour technique and hence do not require any simultaneous memory access. Steps 1 and 5 require the arbitrary CRCW PRAM. Step 4 needs only concurrent-read capability.

**Remark 5.8:** We can modify Algorithm 5.5 slightly to obtain a CREW PRAM algorithm for determining the biconnected components in $O(\log^2 n)$ time, using $O(n^2)$ operations. The details are left to Exercise 5.17.
5.4 Ear Decomposition

Graph-traversal methods are useful mainly because they induce a decomposition of the graph into a structured set of simple components. Depth-first search and breadth-first search are two such methods that have been found to be effective in handling many graph-theoretic problems. However, no efficient parallel implementations of these two methods are known at this point. To remedy the lack of such methods, we introduce the technique of ear decomposition, which does have an efficient parallel implementation.

An ear decomposition is essentially an ordered partition of the set of edges into simple paths (which include simple cycles). More formally, let \( G = (V, E) \) be an undirected graph, with \( |V| = n \) and \( |E| = m \). Let \( P_0 \) be an arbitrary simple cycle of \( G \). An ear decomposition of \( G \) starting with \( P_0 \) is an ordered partition of the set of edges \( E = P_0 \cup P_1 \cup \ldots \cup P_k \), such that, for each \( 1 \leq i \leq k \), \( P_i \) is a simple path whose endpoints belong to \( P_0 \cup P_1 \cup \ldots \cup P_{i-1} \), but none of whose internal vertices does. Each simple path \( P_i \) is called an ear. If, for each \( i > 0 \), \( P_i \) is not a cycle, the decomposition is called an open ear decomposition.

**Example 5.10:**

Consider the graph in Fig. 5.16. A possible ear decomposition is shown. All the edges belonging to ear \( P_i \) are labeled by the index \( i \). Note that the example is not an open ear decomposition, since \( P_2 \) is a cycle.

A characterization of the graphs with ear decompositions is given by the following theorem, the proof of which is left to Exercise 5.26.

---

**Theorem 5.5:** An undirected graph \( G = (V, E) \) has an ear decomposition if and only if it is bridgeless (that is, there exists no edge whose removal disconnects the graph). The graph \( G \) has an open ear decomposition if and only if it is biconnected.

Let \( G \) have an open ear decomposition \( E = P_0 \cup P_1 \cup \ldots \cup P_k \). Hence, \( P_0 \) is a simple cycle, \( P_1 \) is a simple path whose two distinct endpoints are on \( P_0 \), \( P_2 \) is a simple path whose two distinct endpoints are on \( P_0 \cup P_1 \), and so on. It is clear that such a decomposition yields an independent set of cycles. Actually, removing an arbitrary edge from each ear results in a spanning tree of \( G \), as we can show by using an induction on the number of ears. Therefore, the number of ears is equal to the number \( (m - n) + 1 \) of non-tree edges, and the ear decomposition yields a cycle basis for \( G \). These facts hold for any (not necessarily open) ear decomposition.

On the other hand, we already know that a cycle basis can be generated from an arbitrary spanning tree of \( G \) by the non-tree edges. This observation suggests the following method to obtain an ear decomposition.

We start by computing a rooted spanning tree \( T \) of \( G \). We would like to associate an ear \( P_k \) with each non-tree edge \( e \). Let \( C_k \) be the basis cycle induced by \( e \). In general, we cannot take \( P_k = C_k \), since edges in \( C_k \) may be shared by several other basis cycles. Hence, we have to break up \( C_k \) into paths, such that each path belongs to a single ear. One way to accomplish this goal is to label each non-tree edge \( e = (u, v) \) as follows. Let \( \text{level}(e) \) be the level of the lowest common ancestor of \( u \) and \( v \); that is, \( \text{lca}(e) = \text{lca}(u, v) \). Then, \( \text{label}(e) \) is defined to be the pair \( (\text{level}(e), s(e)) \), where \( s(e) \) is the serial number of \( e \) and \( 1 \leq s(e) \leq m \). For each tree edge \( g \), let \( \text{label}(g) \) be the smallest label of any non-tree edge whose cycle contains \( g \).

**Example 5.11:**

Let \( G \) be the graph shown in Fig. 5.17. The dark lines represent the tree edges of a rooted spanning tree, and the dashed edges represent the non-tree edges. Starting with the non-tree edges, we obtain that \( \text{label}(e_5) = (1, 3) \), \( \text{label}(e_9) = (1, 9) \), \( \text{label}(e_{10}) = (0, 10) \), \( \text{label}(e_{11}) = (0, 11) \). Using this information, the labels of the tree edges are given by \( \text{label}(e_1) = (0, 11) \), \( \text{label}(e_2) = (0, 10) \), \( \text{label}(e_3) = (1, 9) \), \( \text{label}(e_5) = (0, 11) \), \( \text{label}(e_6) = (1, 9) \), \( \text{label}(e_7) = (0, 10) \), \( \text{label}(e_8) = (0, 11) \), \( \text{label}(e_{12}) = (1, 3) \), and \( \text{label}(e_{13}) = (0, 11) \).

We are ready to justify the introduced labels.

**Lemma 5.10:** Let \( T \) be a rooted spanning tree of a graph \( G = (V, E) \), and, for each edge \( e \in E \), let \( \text{label}(e) \) be the function defined previously. Given any non-tree edge \( e \), let \( P_e = [e] \cup \{ g \in T \mid \text{label}(g) = \text{label}(e) \} \). Then \( P_e \) is a simple path (or cycle). Moreover, every tree edge belongs to exactly one such path.
Proof: Let the non-tree edge be given by \( e = (u, v) \). Consider the path \( Q \) in \( T \) from \( v \) to \( lca(u, v) \), and let \( v \neq lca(u, v) \). Let \( h = (x, p(x)) \) be the first edge on \( Q \) such that \( \text{label}(h) \neq \text{label}(e) \) (see Fig. 5.18). The inequality of \( \text{label}(e) \) and \( \text{label}(h) \) implies the existence of a non-tree edge \((z, x)\) such that the label of \((z, x)\) is smaller than \( \text{label}(e) \). Hence none of the edges on \( Q \) between \( x \) and \( lca(u, v) \) belongs to \( P \). The argument is similar if we consider the path from \( u \) to \( lca(u, v) \). Hence, \( P_e \) is a simple path.

Since the labels of the non-tree edges are distinct, every tree edge belongs to exactly one such path. \( \square \)

**EXAMPLE 5.12:**

The labels of all the edges in Fig. 5.17 were determined in Example 5.11. Grouping together all the edges with the same label, we obtain the following

---

**FIGURE 5.17**
Ear decomposition for the graph of Example 5.11. (a) A graph \( G \), where the tree edges are shown in solid lines and the remaining edges shown in dashed lines. (b) The labels of all the edges. (c) The decomposition determined by the ear-decomposition algorithm. The edges in each ear are drawn using a different type of lines. The cycle \( P_0 \) consists of all the edges with the label \((0, 10)\), \( P_1 \) corresponds to the label \((0, 11)\), \( P_2 \) corresponds to the label \((1, 3)\), and \( P_3 \) corresponds to the label \((1, 9)\).
sets: \( P_0 = \{e_0, e_2, e_7\} \), \( P_1 = \{e_1, e_5, e_8, e_{11}, e_{13}\} \), \( P_2 = \{e_3, e_{12}\} \), and \( P_3 = \{e_4, e_6, e_9\} \). Note that we have ordered these sets by their labels. It is easy to check that this sequence indeed defines an ear decomposition as shown in Fig. 5.17(c). This example is not an open ear decomposition, since \( P_3 \) is a simple cycle.

In summary, for each nontree edge \( e \), we defined a set \( P_e \) of edges, which turned out to form a simple path such that every tree edge belonged to exactly one such path. Therefore, the collection \( \{P_e\} \) over the nontree edges \( e \) forms a decomposition of \( G \) into paths (possibly closed) with their labels ordered in a consistent manner. This will show the algorithm.

**Algorithm 5.6**
(Ear Decomposition)

**Input:** A bridgeless, undirected graph \( G \) represented by a sequence of edges.

**Output:** An ordered set of paths representing an ear decomposition of \( G \).

begin
1. Find a spanning tree \( T \) of \( G \).
2. Root \( T \) at an arbitrary vertex \( r \) and compute \( \text{level}(v) \) and \( p(v) \), for each vertex \( v \neq r \), where \( \text{level}(v) \) and \( p(v) \) are the level and parent of \( v \), respectively.
3. For each nontree edge \( e = (u, v) \), compute \( \text{lca}(e) = \text{lca}(u, v) \) and \( \text{level}(e) = \text{level}(\text{lca}(e)) \). Set \( \text{label}(e) = (\text{level}(e), s(e)) \), where \( s(e) \) is the serial number of \( e \).
4. For each tree edge \( g \), compute \( \text{level}(g) \).
5. For each nontree edge \( e \), set \( P_e = \{e\} \cup \{g \in T \mid \text{level}(g) = \text{level}(e)\} \). Sort the \( P_e \)'s by \( \text{label}(e) \).
end

**Theorem 5.6:** Let \( G = (V, E) \) be a bridgeless graph. Algorithm 5.6 correctly finds an ear decomposition of \( G \). This algorithm can be implemented to run in \( O(\log n) \) time, using a total number of \( O((m + n) \log n) \) operations.

**Proof:** We start with the correctness proof. As we saw in Lemma 5.10, each \( P_e \) is a simple path. We must now show that each of the path's endpoints belongs to some \( P_e \), where \( \text{label}(e') < \text{label}(e) \), and that none of its vertices belongs to such an ear.

**Claim:** Given any nontree edge \( e \) such that its label is not the minimum label among the nontree edges, each of the endpoints of \( P_e \) belongs to some \( P_e \) satisfying \( \text{label}(e') < \text{label}(e) \), and none of the internal vertices of \( P_e \) belongs to such an ear.

**Proof of the Claim:** Let \( e_0 \) be the nontree edge whose label is minimum; hence, \( \text{label}(e_0) = (0, s(e_0)) \), where \( s(e_0) \) is the minimum over all edges \( e \) such that \( \text{lca}(e) \) is the root. Such an edge must exist, because otherwise the graph \( G \) would have a bridge incident on the root. The edge \( P_{e_0} \) associated to \( e_0 \) is the basis cycle \( C_{e_0} \).

Let \( e \) be an arbitrary nontree edge such that \( \text{label}(e) > \text{label}(e_0) \). The proof of Lemma 5.10 indicates that either \( e \) is the basis cycle \( C_e \) or each of the endpoints belongs to some edge \( g \) such that \( \text{label}(g) < \text{label}(e) \). In the latter case, \( g \) has a smaller label, and hence the proof follows. In the case when \( P_e = C_e \), let \( \nu = \text{lca}(e) \). If \( \nu \) is the root, then we are done, since \( C_e \) is the basis cycle \( C_{e_0} \) at the root. Otherwise, consider the edge \( \nu, p(\nu) \), which must belong to some \( C_{\nu} \), for some nontree edge \( \nu \); if it does not then \( (\nu, p(\nu)) \) will be a bridge, which is impossible. The level of \( \text{lca}(f) \) must be smaller than \( \text{level}(\nu) \); hence, \( \nu \) belongs to an ear whose label is smaller than \( \text{label}(e) \). Therefore, the claim follows.

We now estimate the complexity bounds of Algorithm 5.6.

Step 1 requires a spanning-tree algorithm, which can be derived from the connected-components algorithm for sparse graphs (Algorithm 5.2). The corresponding running time is \( O(\log n) \), and the total number of operations is \( O((n + m) \log n) \). Step 2 can be done by the Euler-tour technique, with the input representation has been modified to support this technique (Section 3.2.1). Step 3 requires the LCA algorithm developed in Section 3.4, and can be performed within the asymptotic bounds of step 1.

Step 4 can be done as follows. For each vertex \( v \), let \( f(v) = \min\{\text{label}(v, u) \mid (v, u) \in G - T \} \). Let \( g = (x, y) \in T \), where \( y = p(x) \). Then, \( \text{label}(g) \) is the minimum \( w \) value in the subtree rooted at \( x \). These two substeps can be executed in \( O(\log n) \) time, using \( O(m) \) operations, in a fashion similar to that of computing \( \text{low}(v) \) (Lemma 5.9). Step 5 involves sorting the edges by their labels. The pipelined merge-sort algorithm (Algorithm 4.4) can be used to sort these edges in \( O(\log n) \) time, using \( O((m + n) \log n) \) operations. Therefore, the theorem follows.

**PRAM Model:** We can find a spanning tree with \( O(m \log n) \) operations by using Algorithm 5.2, which requires the arbitrary CRCW PRAM. Steps 2, 3, 4, and 5 of Algorithm 5.6 do not require any simultaneous memory access. If \( T \) is given as a part of the input, and the ears need not be sorted, the algorithm runs in \( O(\log n) \) time, using a total of \( O(m + n) \) operations and requiring no simultaneous memory access.

Applications of the ear-decomposition algorithm (Algorithm 5.6) are given in Exercises 5.25 and 5.28.
5.5 Directed Graphs

We have seen a number of techniques that can be used to solve many problems on undirected graphs efficiently. In contrast, there are almost no such techniques for directed graphs. In this section, we introduce efficient techniques to handle two basic problems on directed graphs: transitive closure and all pairs shortest paths. These techniques can be used to handle many other basic problems on directed graphs. Unfortunately, the corresponding algorithms use an excessive number of operations compared to the best known sequential algorithms, and it seems that novel techniques are needed to handle basic directed-graph problems more efficiently.

Our two basic problems can be defined as follows. The transitive closure of a directed graph \( G = (V, A) \) is the graph \( G^* = (V, A^*) \), where \( A^* \) consists of all pairs \((i, j)\) such that either \( i = j \) or there exists a directed path from \( i \) to \( j \).

Given a weighted directed graph \( G = (V, A) \) with the weight function \( w : A \rightarrow \mathbb{R} \), where \( \mathbb{R} \) is the field of real numbers, the all pairs shortest paths problem is to compute, for every pair \( i \) and \( j \) of vertices, a "shortest" path from \( i \) to \( j \); that is, we compute a directed path from \( i \) to \( j \), if it exists, such that the total weight of its arcs is minimum over all such paths.

We represent a directed graph \( G = (V, A) \) with \( n \) vertices by an \( n \times n \) incidence matrix \( B \) such that (1) \( B(r, s) = 1 \) if \( (r, s) \in A \), and (2) \( B(r, s) = 0 \) otherwise. If \( G \) is a weighted graph, then we can represent it by its \( n \times n \) weight matrix \( W \) such that

\[
W(r, s) = \begin{cases} 
0 & r = s; \\
w((r, s)) & r \neq s \text{ and } (r, s) \in A; \\
\infty & r \neq s \text{ and } (r, s) \notin A.
\end{cases}
\]

**Example 5.13:**

A weighted directed graph \( G = (V, A) \) together with its incidence matrix \( B \) and its weight matrix \( W \) are shown in Fig. 5.19(a). Fig. 5.19(b) shows the transitive closure of \( G \), and Fig. 5.19(c) shows the distance matrix \( D \) such that \( D(i, j) \) is the weight of a shortest path from \( i \) to \( j \). Consider, for example, the case where \( i = 1 \) and \( j = 3 \). There are two directed paths from vertex 1 to vertex 3: the first consists of the arc \((1, 3)\) and has a weight equal to 2, and the second consists of the two arcs \((1, 5)\) and \((5, 3)\) and has a weight equal to 1. Hence, the latter path is the shortest path yielding \( D(1, 3) = -1 \).

---

**5.5.1 MATRIX MULTIPLICATION**

Let \( A = (a_{ij}) \) and \( B = (b_{ij}) \) be two \( m \times n \) and \( n \times p \) matrices, respectively. Let \( C = AB \) be the product of \( A \) and \( B \); that is, the \((i, j)\) entry of \( C \) is defined by \( c_{ij} = \sum_{k=1}^{n} a_{ik} b_{kj} \), where \( 1 \leq i \leq m \) and \( 1 \leq j \leq p \). The obvious parallel implementation consists of computing all the products \( a_{ik} b_{kj} \) for all \( i, k, j \), and then using a balanced binary tree to compute each \( c_{ij} \). This approach yields an \( O(\log n) \) time algorithm, using a total of \( O(mnp) \) operations running on the
CREW PRAM model. This algorithm was covered in detail in Section 1.3.2. In general, we cannot decrease the total number of operations or make the parallel algorithm faster without additional information about the entries of the matrices. In what follows, we consider two special cases for which such an improvement is possible.

Matrix Multiplication Over a Ring. A ring consists of a set \( S \) of elements together with two binary operations \( + \) and \( \cdot \) such that (1) \( + \) and \( \cdot \) are commutative and associative, (2) \( \cdot \) is distributive over \( + \), (3) each of \( + \) and \( \cdot \) has an identity element, and (4) each element \( e \in S \) has an additive inverse. A typical ring is the set of integers together with the usual addition and multiplication operations. We can exploit the algebraic structure of a ring to reduce the number of arithmetic operations required to multiply two matrices.

Suppose that the elements of the matrices \( A \) and \( B \) belong to a ring \( R \). Then it is possible to multiply \( A \) and \( B \) by using considerably fewer arithmetic operations than the \( \Theta(mnp) \) operations required by the standard algorithm.

The discussion of such algorithms is beyond the scope of this book. We mention here only that the best known bound for the case when \( m = n = p \) is \( O(n^2 \log n) \) (see bibliographic notes for a reference). All the known fast sequential algorithms have a structure that is similar to that of the standard algorithm. More precisely, a general entry \( c_{ij} \) of the product \( C = AB \) is generated as a linear combination of \( \text{bilinear multiplications} \), where each such multiplication is of the form \( L(a_{i}) \times L'(b_{j}) \) and \( L, L' \) are linear forms over the ring \( R \). The important point for us is that the fast matrix-multiplication algorithms lead to \( O(\log n) \) time parallel algorithms using the same total number of operations.

We use \( M(n) \) to denote the number of operations used by the best known sequential algorithm to compute the product of two \( n \times n \) matrices. Then, from our discussion, we can compute the product of two \( n \times n \) matrices in \( O(\log n) \) time, using \( O(M(n)) \) operations on a CREW PRAM.

Boolean Matrix Multiplication. We now consider the case when the matrices are Boolean, and hence matrix multiplication is defined over the Boolean OR and AND operations. That is, the \( (i,j) \) entry of the product of \( A \) and \( B \) is the Boolean OR of the \( n \) AND terms \( a_{ik}b_{kj} \), where \( 1 \leq k \leq n \). Each such Boolean OR can be computed in \( O(1) \) steps, using a total of \( O(n) \) operations on a common CRCW PRAM. Hence, Boolean matrix multiplication can be done in \( O(1) \) time, using a total of \( O(mnp) \) operations.

It can also be shown that Boolean matrix multiplication can be embedded in the ring of integers modulo \( (n+1) \); hence, the matrix multiplication bounds over a ring apply to Boolean matrix multiplication as well.

Matrix Powers. Another important matrix computation related to matrix multiplication is to compute \( A^2 \), where \( A \) is an \( n \times n \) matrix, and \( s \) is a positive integer. The method of repeated squaring consists of iterating \( s \) times the computation \( B = B^2 \), where \( B = A \) initially. Hence, we obtain successively \( B = A, B = A^2, B = A^4, \ldots \), and finally \( B = A^{2^s} \).

The resource requirements of the repeated-squaring method depend on the matrix-multiplication algorithm used to perform the squaring. In particular, the repeated-squaring method leads to an \( O(s \log n) \) time algorithm, using \( O(M(n)) \) operations, whenever the entries of \( A \) are over a ring. In the case where \( A \) is Boolean, we can compute \( A^2 \) in \( O(s) \) time, using \( O(n^2) \) operations.

We summarize our discussions concerning matrix products and powers in the following theorem.

**Theorem 5.7:** Let \( A \) and \( B \) be two \( n \times n \) matrices. Then, the following statements hold.

1. If the entries of \( A \) and \( B \) belong to a ring \( R \), then the product \( AB \) can be computed in \( O(\log n) \) time, using a total of \( O(M(n)) \) operations on the CREW PRAM, where \( M(n) \) is the best known sequential bound for computing \( AB \) over \( R \).
2. If \( A \) and \( B \) are Boolean matrices, then the product \( AB \) can be computed within the same bounds as in case 1, or in \( O(1) \) time, using \( O(n^2) \) operations on the common CRCW PRAM.
3. The problem of computing \( A^2 \) can be solved in \( O(s \log n) \) time, using a total of \( O(M(n)) \) operations, if the entries belong to a ring. If \( A \) is Boolean, we can also compute \( A^2 \) in \( O(s) \) time, using a total of \( O(n^2) \) operations on the common CRCW PRAM. \( \square \)

5.5.2 TRANSITIVE CLOSURE

Let \( G = (V,A) \) be a directed graph represented by its incidence matrix \( B \). Let \( B^* \) be the incidence matrix of the transitive closure of the graph \( G \). Since the entries of these incidence matrices are either 0 or 1, we can view them as Boolean matrices. The following theorem reduces the computation of \( B^* \) to computing a power of a Boolean matrix.

**Theorem 5.8:** Let \( B \) be an \( n \times n \) Boolean matrix representing the directed graph \( G = (V,A) \). Then, the incidence matrix \( B^* \) of the transitive closure of the graph \( G \) is given by \( B^* = (I + B)^{2\log n} \), where \( I \) is the \( n \times n \) identity matrix.
**Proof:** Denote the matrix \((I + B)^s\) by \(T^{(s)} = (t_{ij}^{(s)})\). In particular, \(T^{(1)} = (t_{ij}^{(1)}) = I + B\). We establish the following induction hypothesis, which will essentially prove the theorem.

**Induction Hypothesis:** For each positive integer \(s\), \(t_{ij}^{(s)} = 1\) if and only if there exists a path from \(i\) to \(j\) of length less than or equal to \(s\), for all pairs \(1 \leq i, j \leq n\).

**Proof:** The base case corresponding to \(s = 1\) follows trivially, since \(T^{(1)} = I + B\) and hence \(t_{ij}^{(1)} = 1\) if and only if either \(i = j\) or \((i, j) \in A\).

Assume that the induction hypothesis holds for all values less than or equal to \(s\), where \(s > 1\). We next show that the same holds true for \(s + 1\).

Assume an arbitrary entry \(t_{ij}^{(s+1)}\) of \((I + B)^{s+1}\) is equal to 1. Since \((I + B)^{s+1} = (I + B)^s(I + B)\) \((I + B)^T\), we have \(t_{ij}^{(s+1)} = \sum_{k=1}^{n} t_{ik}^{(s)} t_{kj}^{(1)}\), which implies that \(t_{ik}^{(s)} = t_{kj}^{(1)} = 1\) for some \(k\) such that \(1 \leq k \leq n\). The equality \(t_{ij}^{(1)} = 1\) implies that either \(k = j\) or \((k, j) \in A\). By the induction hypothesis, the fact that \(t_{ik}^{(s)} = 1\) implies that there exists a directed path from \(i\) to \(k\) of length at most \(s\). Combining these two observations, we obtain that a path from \(i\) to \(j\) of length at most \(s + 1\) must exist.

Conversely, assume that a certain path \(P\) of length at most \(s + 1\) exists from \(i\) to \(j\). We show that \(t_{ij}^{(s+1)}\) must be equal to 1. The claim follows trivially if \(i = j\), since \(t_{ii}^{(1)} = 1\). Assume that \(i \neq j\), and let \(k\) be the last vertex on \(P\) just before vertex \(j\). Hence, \(P\) consists of a path \(P'\) from \(i\) to \(k\) of length at most \(s\) and the arc \((k, j) \in A\). By the induction hypothesis, the existence of \(P'\) implies that \(t_{ik}^{(s)} = 1\); moreover, the fact that \((k, j) \in A\) implies that \(t_{kj}^{(1)} = 1\). Therefore, \(t_{ij}^{(s+1)} = \sum_{k=1}^{n} t_{ik}^{(s)} t_{kj}^{(1)} = 1\), and the induction hypothesis follows.

Notice that a path from a vertex \(i\) to a vertex \(j\) exists if and only if there exists such a path of length less than or equal to \(n - 1\). Combining this observation with the induction hypothesis implies that \(B^* = (I + B)^m\), for any \(m \geq n - 1\); hence, the theorem follows.

**Corollary 5.2:** The transitive closure of a directed graph with \(n\) vertices can be computed in \(O(\log n)\) time, using \(O(n^2 \log n)\) operations on the common CRCW PRAM, or in \(O(n \log^2 n)\) time, using \(O(M(n) \log n)\) operations on the CREW PRAM, where \(M(n)\) is the best known sequential bound for multiplying two \(n \times n\) matrices over a ring.

### 5.5.3 ALL PAIRS SHORTEST PATHS

Let \(G = (V, A)\) be a weighted directed graph represented by its weight matrix \(W\). The graph \(G\) is assumed to have no cycles of negative weights. Our goal in this section is to develop a fast parallel algorithm to compute the \(n \times n\) distance matrix \(D\) such that \(D(i, j)\) is equal to the weight of a shortest path from \(i\) to \(j\) if that path exists; otherwise, \(D(i, j)\) will be set equal to the value \(\infty\).

We can generalize the transitive-closure algorithm developed in Section 5.5.2 to compute the matrix \(D\) by properly interpreting matrix multiplication. To give the background for our algorithm, we start by describing a graph-theoretic interpretation.

Let \(D^{(1)}\) be an \(n \times n\) matrix such that \(D^{(1)}(i, j)\) is the minimum weight of a directed path from \(i\) to \(j\) that contains at most \(s\) arcs, for \(s \geq 1\). For convenience, we introduce the matrix \(D^{(0)}(i, j)\) as follows:

\[
D^{(0)}(i, j) = \begin{cases} 0 & i = j; \\ \infty & i \neq j. \end{cases}
\]

Next, we derive an expression for \(D^{(s+1)}\) in terms of \(D^{(s)}\) and the weight matrix \(W\). A minimum-weight path from \(i\) to \(j\) containing at most \(s + 1\) arcs is either of (1) length exactly \(s + 1\) or (2) length less than or equal to \(s\). In case 1, such a path consists of a subpath from \(i\) to some vertex \(k\) of length \(s\) and the arc \((k, j)\); hence, its weight is given by \(D^{(s)}(i, k) + W(k, j)\) (see Fig. 5.20). In case 2, the weight of the path is simply \(D^{(s)}(i, j)\). Therefore, we conclude that

\[
D^{(s+1)}(i, j) = \min_{1 \leq k \leq n} \{D^{(s)}(i, k) + W(k, j)\},
\]

which is equivalent to

\[
D^{(s+1)}(i, j) = \min_{k} \{D^{(s)}(i, k) + W(k, j)\},
\]

(5.1)

since \(W(i, j) = 0\) for all values of \(j\).

Equation 5.1 is similar to the expression we encountered in defining a general entry of the product of two matrices (Section 5.5.1). In fact, if we replace the minimum and the sum operators by the sum and the multiplication operators, respectively, Eq. 5.1 becomes identical to the matrix-multiplication expression for multiplying \(D^{(s)}\) and \(W\). Therefore, we have the following lemma.

**Figure 5.20**
A minimum-weight path from \(i\) to \(j\) containing \(s + 1\) arcs consists of a minimum-weight path from \(i\) to \(k\) containing \(s\) arcs and the arc \((k, j)\).
Lemma 5.11: Let \( G = (V, A) \) be a weighted directed graph given by its weight matrix \( W \). Given a positive integer \( s \), let \( D^{(s)} \) be the \( n \times n \) matrix such that, for all pairs \( i \) and \( j \), \( D^{(s)}(i, j) \) is equal to the minimum weight of a path from \( i \) to \( j \) that contains \( s \) arcs. Then, \( D^{(s+1)}(i, j) = \min_{k \in S} \{ D^{(s)}(i, k) + W(k, j) \} \) for all \( 1 \leq i, j \leq n \), which can also be rewritten as \( D^{(s+1)} = D^{(s)} \cdot W \), where matrix multiplication is carried over the two operations \{min, +\}. □

The multiplication of two \( n \times n \) matrices, where the operations \( \min \) and \( + \) have been substituted for \( + \) and \( \times \), respectively, can be carried out as in the standard matrix-multiplication algorithm. This technique results in \( O(n \log n) \) time parallel algorithm, using \( O(n^3) \) operations.

Using Lemma 5.11, we have \( D^{(1)} = D^{(0)} \cdot W \), which can be verified to be equal to \( W \). Hence, \( D^{(s)} = W^s \), for all values of \( s \). Since we are assuming that our graph does not have a negative weight cycle, there exist simple shortest paths (if a shortest path crosses itself, the loop can be removed without its weight being increased). Therefore, we need only to compute \( D^{(n-1)} \); hence, we have the following theorem.

Theorem 5.9: Let \( W \) be the \( n \times n \) weight matrix of a directed graph \( G = (V, A) \).

The matrix \( D \) of the weights of all pairs of shortest paths is given by \( D = W^{n-1} \), where matrix multiplication is defined over the operators \{min, +\}. □

Corollary 5.3: Given the \( n \times n \) weight matrix of a directed graph, the matrix \( D \) of the weights of all pairs of shortest paths can be computed in \( O(n^2 \log n) \) time, using a total of \( O(n^3 \log n) \) operations. □

### 5.6 Summary

We have developed in this chapter parallel algorithms for solving a few sample problems from graph theory. For undirected graphs, we have exploited the parallel techniques developed in earlier chapters for processing trees, both directed and undirected, in combination with problem-specific methods to obtain our efficient parallel algorithms. The parallel algorithms described for transitive closure and shortest paths follow directly from well-known sequential (and more general) algorithms.

Table 5.1 provides a summary of the asymptotic bounds of the main algorithms covered in this chapter.

**Table 5.1**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Section</th>
<th>Time</th>
<th>Work*</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1 Connected Components for Dense Graphs</td>
<td>5.1.2</td>
<td>( O(\log^2 n) )</td>
<td>( O(n^2) )</td>
<td>Common CRCW</td>
</tr>
<tr>
<td>5.2 Connected Components for Sparse Graphs</td>
<td>5.1.3</td>
<td>( O(\log n) )</td>
<td>( O(m + n \log n) )</td>
<td>Arbitrary CRCW</td>
</tr>
<tr>
<td>5.3 Minimum Spanning Tree</td>
<td>5.2.2</td>
<td>( O(\log^2 n) )</td>
<td>( O(n^2) )</td>
<td>CREW</td>
</tr>
<tr>
<td>5.4 Computing the Low Function</td>
<td>5.3.2</td>
<td>( O(\log n) )</td>
<td>( O(m) )</td>
<td>EREW</td>
</tr>
<tr>
<td>5.5 Biconnected Components</td>
<td>5.3.2</td>
<td>( O(\log n) )</td>
<td>( O(m + n \log n) )</td>
<td>Arbitrary CRCW</td>
</tr>
<tr>
<td>5.6 Ear Decomposition</td>
<td>5.4</td>
<td>( O(\log n) )</td>
<td>( O(m + n \log n) )</td>
<td>Arbitrary CRCW</td>
</tr>
<tr>
<td>Transitive Closure</td>
<td>5.5.2</td>
<td>( O(\log n) )</td>
<td>( O(n^2 \log n) )</td>
<td>Common CRCW</td>
</tr>
<tr>
<td>Transitive Closure</td>
<td>5.5.2</td>
<td>( O(\log^2 n) )</td>
<td>( O(M(n) \log n) )</td>
<td>CREW</td>
</tr>
<tr>
<td>All Pairs Shortest Paths</td>
<td>5.5.3</td>
<td>( O(\log^2 n) )</td>
<td>( O(n^3 \log n) )</td>
<td>CREW</td>
</tr>
</tbody>
</table>

*\( n, m, M(n) \) number of vertices, number of edges, best known sequential bound for \( n \times n \) matrix multiplication

### Exercises

5.1. The implementation of the connected components algorithm for dense graphs (Algorithm 5.1) given in the text requires the common CRCW PRAM model for constructing the adjacency matrix of the supervertex graph at each iteration. Show how to implement this algorithm on a CREW PRAM model without any asymptotic loss in efficiency.

5.2. Suppose you are given an undirected graph \( G = (V, E) \) together with a vector \( D \) such that \( D(u) = D(v) \) if and only if \( u \) and \( v \) are in the same connected component. Develop an efficient parallel algorithm to determine the number \( k \) of connected components, and to generate a separate list of the vertices in each connected component.

5.3. Fill in the details in the while loop of Algorithm 5.1 necessary to execute step 3 properly. Write the details to implement step 3 of this algorithm.

5.4. Let \( D : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\} \) be a function that induces a pseudoforest \( F \). Develop an \( O(\log n) \) time algorithm to compute, for each \( 1 \leq i \leq n \), the minimum element in the directed tree containing \( i \).
Your algorithm should run on the CREW PRAM model. What is the total number of operations used?

5.5. Suppose that step 2.2 of Algorithm 5.1 is modified so that \( C(v) \) is set equal to any adjacent vertex, if there is one. Show that the modified algorithm will work correctly. Establish the parallel time and the number of operations required by this algorithm.

5.6. A given undirected graph \( G = (V, E) \) is represented by its adjacency lists such that \( |V| = n \) and \( |E| = m \). Apply the same strategy as that used in the connected-components algorithm for dense graphs (Algorithm 5.1) to determine the connected components of \( G \). The running time of your algorithm must be \( O(\log^2 n) \). What is the total number of operations used, as a function of \( n \) and \( m \)?

5.7. Suppose we initialize the \( D \) function of the connected-components algorithm for sparse graphs (Algorithm 5.2) to \( D(v) = v \), for all vertices \( v \), without creating dummy vertices. Does the resulting algorithm work correctly? Explain your answer.

5.8. Suppose that we omit step 2 of the connected-components algorithm for sparse graphs (Algorithm 5.2). Provide an example for which this algorithm will require \( \Omega(n) \) iterations to terminate. What is the number of iterations required to handle your example if step 2 is inserted back into the algorithm? Suppose that we omit step 1 of Algorithm 5.2; does Theorem 5.2 hold in this case? Justify your answer.

5.9. Let \( T \) be a directed tree corresponding to a function \( D \) on \( n \) elements. Develop an \( O(1) \) time algorithm to check whether \( T \) is a rooted star. Your algorithm must use a linear number of operations. Specify the PRAM model used.

5.10. We have seen three different ways to represent a graph \( G = (V, E) \): the adjacency matrix, a set of adjacency lists, and an unordered set of edges. Develop an \( O(\log n) \) time parallel algorithm to convert one representation into another, where \( |V| = n \). What is the total number of operations used in each case.

5.11. An improved method for finding the connected components of a sparse graph is the following. During an iteration, only a subset of the edges is selected for the purpose of combining supernodes. Let \( n_i \) be the number of vertices in the nontrivial supernode containing the fewest number of vertices during the \( i \)th iteration. Let \( d = \sqrt{n_i} \). For each supernode, select \( d \) edges connecting the supernode to different supernodes. If the number of such edges is less than \( d \), select the maximum possible such edges. Run Algorithm 5.2 \( O(\log d) \) times, and then shrink each rooted directed tree into a rooted star. Repeat until the number of vertices is less than \( n/\log n \) and the number of edges is less than \( O(m/\log n) \).

Show how to implement this strategy to obtain a parallel algorithm that runs in \( O(\log n) \) time, using a total of \( O((m + n) \log \log n) \) operations, where \( n \) is the number of vertices and \( m \) is the number of edges.


5.13. Develop an algorithm to determine an MST of a connected weighted graph with \( n \) vertices and \( m \) edges in \( O(\log n) \) time, using \( O(m \log n) \) operations. \textit{Hint}: Use the priority CRCW PRAM.

5.14. Given an undirected, connected graph \( G \) with \( n \) vertices, develop a detailed \( O(\log n) \) time algorithm to determine an arbitrary spanning tree of \( G \). The total number of operations used by your algorithm must be \( O((n + m) \log n) \), where \( m \) is the number of edges of \( G \). Assume that the input is given as a sequence of edges. Do not use the priority CRCW PRAM for your algorithm.

5.15. Let \( T = (V, E_T) \) be a spanning tree of an undirected connected graph \( G = (V, E) \). Suppose that \( T \) is represented by a sequence of edges given in an arbitrary order. Develop a parallel algorithm to determine the adjacency lists necessary to apply the Euler tour technique on \( T \). What are the resources required by your algorithm?

5.16. An undirected graph \( G = (V, E) \) is bipartite if there exists partition of \( V \)—say, \( V = V_1 \cup V_2 \)—such that each edge has one endpoint in \( V_1 \) and the other in \( V_2 \). Develop an \( O(\log n) \) time algorithm to find such a partition whenever it exists. \textit{Hint}: Start by determining a spanning tree of \( G \).

5.17. Modify the biconnected-components algorithm (Algorithm 5.5) such that it can be implemented on the CREW PRAM in \( O(\log^2 n) \) time, using \( O(n^2) \) operations. \textit{Hint}: Modify steps 4 and 5 such that the edges determined in step 4.1 are not initially included in step 4.

5.18. A cut vertex \( v \) of a connected, undirected graph \( G = (V, E) \) is a vertex whose removal leaves \( G \) disconnected.

a. Show that \( v \) is a cut vertex if and only if it belongs to more than one block.

b. Develop an efficient parallel algorithm to determine all the cut vertices of \( G \).

5.19. Let \( G = (V, E) \) be a connected graph. Recall that a bridge is an edge whose removal leaves \( G \) disconnected. Develop a parallel algorithm to determine all the bridges of \( G \). The complexity bounds of your algorithm should match those of either of the connected-components algorithms (Algorithms 5.1 and 5.2). \textit{Hint}: Start by determining a spanning tree of \( G \).
5.20. Let \( G = (V, E) \) be an undirected graph given by its adjacency lists. An Euler partition is a partition of \( E \) into edge-disjoint paths (including cycles) \(|P|\) such that each vertex of odd degree is the endpoint of exactly one path (with two distinct endpoints), and no vertex of even degree can appear as the endpoint of such a path. Show how to obtain an Euler partition in \( O(\log n) \) time, using a linear number of operations. \text{Hint:} Start by making the graph Eulerian.

5.21. Let \( G = (V, E) \) be a bipartite graph whose maximum degree \( \Delta = 2^l \), for some positive integer \( l \).

a. Show how to divide \( G \) into two bipartite graphs \( G_1 \) and \( G_2 \), each of maximum degree \( \frac{\Delta}{2} \). Your algorithm should run in \( O(\log n) \) time, using \( \mathcal{O}(|E| + |V|) \) operations. \text{Hint:} Determine an Euler partition, as defined in Exercise 5.20.

b. A \( k \)-edge coloring of \( G \) is an assignment \( c : E \to \{1, 2, \ldots, k\} \) such that \( c(e) \neq c(g) \) whenever \( e \) and \( g \) share a vertex. Use the algorithm for part (a) to find a \( \Delta \)-edge coloring of \( G \). State the resource bounds needed by your algorithm.

5.22. Let \( G = (V, E) \) be a directed graph such that the indegree of each vertex is equal to the outdegree. Assume that, for each vertex \( v \), the outgoing and the incoming edges are given by two ordered lists.

a. Show how to obtain a partition of \( E \) into a set of edge-disjoint cycles \( \{C_i\} \) in \( O(\log n) \) time, using a linear number of operations.

b. Let \( G' = (V', E') \) be the undirected graph defined as follows. \( V' \) corresponds to the set of cycles obtained in (a) and \( (C_i, C_j) \in E' \) if there exist \( e \in C_i \) and \( f \in C_j \) such that \( e \) and \( f \) are incoming edges to the same vertex—say, \( v' \)—and \( f \) comes after \( e \) in the list of incoming arcs of \( v' \). Show that \( G' \) is connected.

c. A swap of two edges \( e = (u, w) \) and \( f = (v, w) \) in cycles \( C_i \) and \( C_j \) is an interchange of the edges' successors on these cycles. Prove that, for any given spanning tree \( T' \) of \( G' \), if we execute the swaps corresponding to the edges of \( T' \) in any order, all the cycles will be merged into an Euler circuit.

d. Develop an efficient algorithm to find an Euler circuit in \( G \).

5.23. A trail of a connected graph \( G \) is a sequence \( W = (e_1 = (v_0, v_1), e_2 = (v_1, v_2), \ldots, e_k = (v_{k-1}, v_k)) \) such that all the edges are distinct. An Euler trail traverses every edge of \( G \).

a. Show that \( G \) has an Euler trail if and only if it has at most two vertices of odd degree.

b. Use your answers to Exercise 5.22 to develop an efficient parallel algorithm to identify an Euler trail whenever it exists.

5.24. *The definition of a walk is similar to that of a trail (given in Exercise 5.23), except we relax the condition that all the edges in the sequence must be distinct. A tour is a closed walk such that every edge appears in the walk.

The Chinese postman problem is the following. Given a connected weighted graph \( G \), determine a minimum-weight tour of \( G \).

a. Suppose that \( G \) has no vertices of odd degree. Develop an \( O(\log n) \) time parallel algorithm to solve the Chinese postman problem. State the total number of operations used.

b. Suppose that \( G \) has exactly two vertices of odd degree. Develop an \( O(\log^2 n) \) time algorithm to solve the Chinese postman problem. \text{Hint:} Make use of the algorithm to determine the Euler tour of a graph outlined in Exercise 5.22.

5.25. Given an undirected connected graph \( G = (V, E) \), the strong-orientation problem is to assign a direction to each edge so that the resulting directed graph is strongly connected; that is, for any given pair \( u \) and \( v \) of vertices, there exist directed paths from \( u \) to \( v \) and from \( v \) to \( u \).

a. Prove that, if \( G \) is bridgeless, then \( G \) has a strong orientation.

b. Use the ear-decomposition algorithm (Algorithm 5.6) to obtain an efficient parallel algorithm for the strong-orientation problem.

5.26. Prove Theorem 5.5.

5.27. The ear-decomposition algorithm (Algorithm 5.6) generates each ear as a set of edges. Develop a parallel algorithm to produce, for each ear, the ordered sequence of edges representing a simple path. Your algorithm should not asymptotically increase the resource bounds required by Algorithm 5.6.

5.28. *Given a biconnected graph, you are asked to determine an open ear decomposition. The algorithm (Algorithm 5.6) given in the text does not necessarily generate an open ear decomposition, but it can be refined to do so. Develop such an algorithm without increasing the resource bounds. \text{Hint:} Refine the labeling procedure such that, for each non-tree edge \( (u, v) \) with \( x = lea(u, v) \), the two edges incident on \( x \) and part of the cycle induced by \( (u, v) \) do not have the same label as that of \( (u, v) \).

5.29. A topological sort can be defined as follows. Given a directed acyclic graph \( G = (V, E) \) with \( n \) vertices, assign labels \( l \) to \( V \) from \( \{1, 2, \ldots, n\} \) such that \( l(u) < l(v) \) whenever \((u, v) \in E \). Develop a parallel algorithm to perform a topological sort on \( G \). What are the corresponding resource bounds used by your algorithm?

5.30. Let \( G = (V, E) \) be an undirected connected graph with \( n \) vertices. Show how to identify a breadth-first search tree of \( G \) in \( O(\log^2 n) \) time. What is the total number of operations used?

5.31. Let \( G = (V, E) \) be a directed graph with \( |V| = n \). Let \( R \) be the relation \( uRv \) if and only if either \( u = v \), or, \( u \) is reachable from \( v \) and \( v \) is
reducible from \( u \). We say that a vertex \( x \) is reachable from a vertex \( y \) if there is a directed path from \( y \) to \( x \).

a. Show that \( R \) is an equivalence relation on \( V \). The induced equivalence classes are called the strongly connected components of \( G \).

b. Show how to identify the strongly connected components in \( O(\log^2 n) \) time, using a total of \( O(M(n) \log n) \) operations, where \( M(n) \) is the best known sequential bound for multiplying two \( n \times n \) matrices.

5.32. Let \( G = (V, E) \) be a directed acyclic graph such that \( V = \{ u_1, u_1', u_2, u_2', \ldots, u_n, u_n' \} \), and whenever \((x, y) \in E, (x', y') \in E \) (by convention, \( (u_0') = (u_0) \)) and no arc \((x, y) \in E \) satisfies \( (x_k) = 1 \) and \( (y_k) = 0 \). What are the corresponding resource bounds of your algorithm?

5.33. Let \( F \) be a 2-CNF formula; that is, \( F = C_1 \land C_2 \land \ldots \land C_m \), where each \( C_i = u_1 \lor u_2 \). Assign labels \( t \) to all the vertices in \( V \) from \([0, 1]\) such that \( t(u) \neq t(u') \) and no arc \((x, y) \in E \) satisfies \( t(x) = 1 \) and \( t(y) = 0 \). What are the corresponding resource bounds of your algorithm?

5.34. Let \( G = (V, E) \) be a directed acyclic graph such that, for every two vertices \( u \) and \( v \), there is at most one path from \( u \) to \( v \). Develop an \( O(\log n) \) time CREW PRAM algorithm to compute the transitive closure of \( G \), where \( |V| = n \).

5.35. Let \( G = (V, A) \) be a weighted directed graph that is represented by its weight matrix \( W \). Assume that \( G \) has no negative weight cycles. Show how to compute the distance matrix \( D \) representing the weights of all pairs shortest paths in \( O(\log n) \) time. What is the total number of operations used?

5.36. Let \( G = (V, A) \) be a weighted graph such that the weight of each arc is nonnegative. Let \( d_{ij}^k \) be the weight of a shortest path from vertex \( i \) to vertex \( j \) using vertices from \([1, 2, \ldots, k]\). Show that \( d_{ij}^k = \min(d_{ij}^{k-1}, d_{ij}^{k-1} + d_{ji}^{k-1}) \), for all \( k \geq 1 \).

Based on the relation established in part (a), develop an algorithm to solve the all pairs shortest-path problem in \( O(n^2 \log n) \) sequential time.

The resulting algorithm is called the Floyd-Warshall algorithm.

c. Discuss the parallel implementation of the Floyd-Warshall algorithm on a CREW PRAM with \( p \) processors, where \( 1 \leq p \leq n \). Compare it to the algorithm presented in Section 5.5.3.

5.37. Let \( G = (V, E) \) be a directed graph. An ear decomposition of \( G \) can be defined as in the case of undirected graphs, except the paths and the cycles have to be directed. Suppose that \( G \) is strongly connected. Develop an efficient parallel algorithm to determine an ear decomposition of \( G \).

5.38. Given a set \( S = \{1, 2, \ldots, n\} \), an initial partition of \( S \), \( B = \{B_1, B_2, \ldots, B_m\} \), and a function \( f: S \rightarrow S \), we want to find the equivalence classes under the relation \( \Delta : \Delta \) if and only if \( f^{(k)}(i) = f^{(k)}(j) \) are in the same partition for all \( k \), where \( f^{(k)} \) is the function composition of \( f \) \( k \) times. Develop an efficient parallel algorithm to determine the equivalence classes. This problem is called the coarsest-partitioning problem. Hint: The graph of \( f \) defines a pseudoforest. Give a characterization of the equivalence classes corresponding to each tree. Reduce each tree, and try to relate trees.
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Planar Geometry

Computational geometry is the study of designing efficient algorithms to handle computational problems dealing with collections of objects in Euclidean space. This rich class of problems arises in many applications, such as computer graphics, computer-aided design (CAD), robotics, pattern recognition, and statistics. Our goal in this chapter is to present efficient parallel algorithms for a few selected geometric problems in the plane.

Three main techniques will dominate this chapter. The first is the divide-and-conquer technique, which has already provided a powerful paradigm for sequential computational geometry. The second technique is an elegant data structure, called the plane-sweep tree, which can be used for the parallel implementation of the plane-sweeping paradigm. The third technique is the pipelined divide-and-conquer used earlier in Chapter 4 to develop the optimal $O(\log n)$ time sorting algorithm.

We start in Section 6.1 by refining the divide-and-conquer algorithm presented in Chapter 2 for computing the convex hull of a set of points. The resulting algorithm runs in $O(\log n)$ time using a total of $O(n \log n)$ operations. This algorithm is then used in Section 6.2 to determine the intersection of a set of half-planes within the same asymptotic bounds. The plane-sweeping method and the plane-sweep tree for a set of horizontal segments are introduced in Section 6.3, and are applied to the problem of determining,
for each endpoint of a given set of horizontal segments, the closest segment directly below it. The next two sections are devoted to a visibility problem and to the dominance-counting problem, both of which can be solved efficiently by an extension of the pipelined divide-and-conquer strategy.

For computational-geometry algorithms, it is useful to expand the power of the PRAM model. Since we will be dealing with real numbers representing the coordinates of a point in the plane with respect to a coordinate system, we will allow our PRAM model to perform a real arithmetic operation (such as $+,-,\times,/)$ or a real comparison operation, at unit cost. We will assume that each real number can be stored in a single memory location. Occasionally, we will allow additional primitive operations, such as computing the square root of a positive real number.

### 6.1 The Convex-Hull Problem Revisited

We have already encountered the convex-hull problem in Section 2.3 in the context of introducing the divide-and-conquer strategy. A simple algorithm (Algorithm 2.6) was presented that computes the convex hull of a set of $n$ points in $O(\log^2 n)$ time using a total of $O(n \log n)$ operations. In this section, we refine this algorithm such that the merge operation, required for combining the two solutions of the subproblems created by the divide-and-conquer strategy, can be performed in $O(1)$ time using a linear number of operations. It turns out that the parallel-search algorithm presented in Section 4.1 will play a crucial role in the development of such a merge procedure.

#### 6.1.1 Definitions

We start by presenting several definitions, some of which we already introduced in Section 2.3.

Let $p_1 = (x_1, y_1)$ and $p_2 = (x_2, y_2)$ be two points of the Euclidean plane. The segment $s = p_1 p_2$ is defined to be the set of points $q$ satisfying $q = \alpha p_1 + (1 - \alpha)p_2$, for all $\alpha$ such that $0 \leq \alpha \leq 1$. That is, $s$ consists of all the points lying on the straight-line segment joining $p_1$ and $p_2$, including $p_1$ and $p_2$. We call $p_1$ and $p_2$ the endpoints of $s$.

Given an arbitrary point $p$ in the plane, we use the notation $x(p)$ and $y(p)$ to denote the values of $p$'s $x$ and $y$ coordinates, respectively. Let $L$ be a line specified by the equation $y = ax + b$. A point $p = (\alpha, \beta)$ is below $L$ (or $L$ is above $p$) if $\beta < ax + b$. We can, in a similar fashion, define $p$ above $L$ or $L$ below $p$.

A **polygonal chain** is an ordered set of segments $P = (s_0 = p_0 p_1, s_1 = p_1 p_2, \ldots, s_{n-1} = p_{n-1} p_n)$. A polygonal chain is **simple** if each segment $s_i$ intersects only $s_{i-1}$ and $s_{i+1}$ and then only at the endpoints $p_i$ and $p_{i+1}$, respectively, whenever $s_{i-1}$ or $s_{i+1}$ exists. For the remainder of this chapter, we shall assume that all polygonal chains are simple. If $p_0 = p_n$ in a polygonal chain $P$, then $P$ defines two regions: the bounded region inside the chain, which is called a **polygon** whose **boundary** is the polygonal chain $P$, and the unbounded region that lies outside $P$.

A polygon $Q$ is **convex** if, given any two points $p$ and $q$ in $Q$, the segment $s = p_1 p_2$ lies entirely in $Q$. A **tangent** or a **supporting line** of a convex polygon $Q$ is a line $L$ passing through a vertex of $Q$ such that $Q$ lies entirely on one side of $L$.

**Example 6.1:**

Figure 6.1(a) shows a nonsimple polygonal chain. The polygon in Fig. 6.1(b) is nonconvex, whereas the polygon in Fig. 6.1(c) is convex, and is shown with a tangent $L$ (dotted line).

Let $S = (p_1, p_2, \ldots, p_n)$ be a set of $n$ points in the plane. The **convex hull** of $S$ is the smallest convex polygon containing all the $n$ points of $S$. The convex-hull problem is to determine an ordered (say, clockwise) list $CH(S)$ of the points of $S$ defining the boundary of the convex hull of $S$. Each point of $CH(S)$ is called an **extreme point** of $S$ or a vertex of $CH(S)$.

For simplicity, we assume that no two points of $S$ have the same $x$ or $y$ coordinate. Let $p$ and $q$ be the points of $S$ with the smallest and the largest $x$ coordinate, respectively. Clearly, the points $p$ and $q$ belong to $CH(S)$; they

---

**Figure 6.1**

Polygonal chains and polygons. (a) A nonsimple polygonal chain. (b) A nonconvex polygon. (c) A convex polygon and a tangent $L$. 
partition \( CH(S) \) into an upper hull \( UH(S) \), consisting of all points from \( p \) to \( q \) of \( CH(S) \) (clockwise), and a lower hull \( LH(S) \), defined similarly from \( q \) to \( p \).

**EXAMPLE 6.2:**

Consider the set \( S \) of points shown in Fig. 6.2. In this case, the convex hull is given by \( CH(S) = (v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8, v_9, v_{10}, v_{11}) \), and the upper and the lower hulls are \( UH(S) = (v_1, v_2, v_3, v_4, v_5, v_6) \) and \( LH(S) = (v_6, v_7, v_8, v_9, v_{10}, v_{11}) \).

### 6.1.2 A DIVIDE-AND-CONQUER STRATEGY

As we saw in Section 2.3, the convex hull problem can be solved by a divide-and-conquer strategy. Let \( S = (p_1, p_2, \ldots, p_n) \), where \( n \) is assumed to be a power of 2. We start by sorting the \( p_i \)'s by their \( x \) coordinates. Assume for the remainder of this section that the list of points defining \( S \) satisfies \( x(p_1) < x(p_2) < \ldots < x(p_n) \), where \( x(p) \) is the \( x \) coordinate of \( p \). The parallel algorithm developed in Section 2.3 consists of recursively determining \( CH(S_1) \) and \( CH(S_2) \), where \( S_1 = (p_1, p_2, \ldots, p_{n/2}) \) and \( S_2 = (p_{n/2} + 1, p_{n/2} + 2, \ldots, p_n) \). Then, using the upper and the lower common tangents of \( CH(S_1) \) and \( CH(S_2) \), \( CH(S_1) \) and \( CH(S_2) \) are combined to obtain \( CH(S) \).
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**FIGURE 6.2**
The convex hull of a set of points. The upper hull is given by \( (v_1, v_2, v_3, v_4, v_5, v_6) \); the lower hull is given by \( (v_6, v_7, v_8, v_9, v_{10}, v_{11}) \).

The analysis presented in Section 2.3 assumed the existence of an \( O(\log n) \) time sequential algorithm to determine the upper or the lower common tangent. We present next an \( O(1) \) time parallel algorithm to compute the upper or lower common tangent of \( CH(S_1) \) and \( CH(S_2) \), using a linear number of operations.

### 6.1.3 A CONSTANT-TIME ALGORITHM FOR COMPUTING THE UPPER COMMON TANGENT

Let \( S = (p_1, p_2, \ldots, p_n) \) be the given set of points such that \( x(p_1) < x(p_2) < \ldots < x(p_n) \), and let \( S_1 = (p_1, p_2, \ldots, p_{n/2}) \) and \( S_2 = (p_{n/2} + 1, p_{n/2} + 2, \ldots, p_n) \). Recall that the upper common tangent between \( CH(S_1) \) and \( CH(S_2) \) is the common tangent such that \( CH(S_1) \) and \( CH(S_2) \) are below it (see Fig. 6.3). We can define the lower common tangent in a similar fashion.

In the remainder of this section, we develop a constant-time algorithm to determine the upper common tangent. We can find the lower common tangent by using a similar algorithm.

Let \( UH(S_1) = (r_1, \ldots, r_s) \) and \( UH(S_2) = (q_1, \ldots, q_t) \) be the upper hulls of \( S_1 \) and \( S_2 \), respectively, given in a left-to-right order, where \( r_i, q_j \in \{ p_1, \ldots, p_n \} \) for \( 1 \leq i \leq s \) and \( 1 \leq j \leq t \). To combine \( UH(S_1) \) and \( UH(S_2) \), we need to determine points \( u = r_t \) and \( v = q_j \) defining the upper common tangent \( T \). Once we have determined them, the upper hull \( UH(S) \) is the array consisting of the first \( i \) entries of \( UH(S_1) \) and the last \( t - j + 1 \) entries of

![Figure 6.3](image.png)

**FIGURE 6.3**
The line \((a, b)\), which is the upper common tangent of the upper hulls of \( S_1 \) and \( S_2 \).
If \( s \) and \( t \) are given as part of the input, \( UH(S) \) (and its size) can then be determined in \( O(1) \) time, using a total of \( O(n) \) operations from the indices \( i \) and \( j \) defining \( u \) and \( v \).

Let us first discuss the problem of determining the tangent between a point \( r_i \) of \( UH(S_1) \) and \( UH(S_2) \); that is, we wish to find \( q_{j(i)} \) such that \( UH(S_2) \) is below the line determined by \( r_i \) and \( q_{j(i)} \). The following observation will make clear how we can accomplish this task by using the parallel-search algorithm.

**Lemma 6.1:** Let \( r_i \) be an arbitrary point of \( UH(S_1) \). Then, given any point \( q_i \) of \( UH(S_2) \), we can determine in \( O(1) \) sequential time whether \( q_{j(i)} \) is to the right of \( q_i \), equal to \( q_i \), or to the left of \( q_i \), where \( q_{j(i)} \) is the point of \( UH(S_2) \) such that \( r_i q_{j(i)} \) is the tangent to \( UH(S_2) \).

**Proof:** Let \( L \) be the line determined by \( r_i \) and \( q_i \), and let \( L' \) (respectively \( L'' \)) be the portion of \( L \) strictly to the left (respectively, right) of \( q_i \) (see Fig. 6.4). Then, if \( L' \) is above the segment \( q_{i-1} q_i \) and \( L'' \) is below the segment \( q_i q_{i+1} \), then \( q_{j(i)} \) is to the right of \( q_i \). If \( q_i = q_{j(i)} \), then \( q_{i-1} \) and \( q_{i+1} \) are below \( L \). Otherwise, \( q_{j(i)} \) is to the left of \( q_i \).

Once \( r_i \) and \( q_i \) are given, we can determine each of the three conditions in \( O(1) \) sequential time. Therefore, the lemma follows.

**Corollary 6.1:** Given the two upper hulls \( UH(S_1) \), \( UH(S_2) \), and a point \( r_i \) of \( UH(S_1) \), the tangent \( r_i q_{j(i)} \) to \( UH(S_2) \) can be determined in \( O\left(\frac{\log k}{\log k} \right) \) time using \( k \) processors, where \( i \) is the number of points defining \( UH(S_2) \) and \( 1 < k \leq i \).

**Proof:** The array \( UH(S_2) = (q_1, \ldots, q_i) \) is given in sorted order (clockwise) from left to right. We can then use the parallel-search algorithm (Algorithm 4.1) to find \( q_{j(i)} \) as follows. We choose \( k \) points of \( UH(S_2) \) that split \( UH(S_2) \) into \( k + 1 \) portions, each with approximately the same number of points. Lemma 6.1 can be used to determine, in \( O(1) \) time, the portion containing \( q_{j(i)} \) using \( k \) processors. We repeat the process until \( q_{j(i)} \) is identified. The analysis is identical to that of Algorithm 4.1.

Another key observation is given in the next lemma.

**Lemma 6.2:** Let \( (u, v) \) be the upper common tangent of the two upper hulls \( UH(S_1) \) and \( UH(S_2) \). Suppose that, for an arbitrary point \( r_i \) of \( UH(S_1) \), we are given \( q_{j(i)} \) such that the line segment \( r_i q_{j(i)} \) defines the tangent to \( UH(S_2) \). Then, in \( O(1) \) sequential time, we can determine whether \( u \) is to the left of, equal to, or is to the right of \( r_i \).

**Proof:** Note that, if \( r_i q_{j(i)} \) is tangent to \( UH(S_1) \), then \( u \) must be equal to \( r_i \), since \( r_i q_{j(i)} \) is already tangent to \( UH(S_2) \). Otherwise, \( u \) is to the left of \( r_i \), if and only if \( r_i q_{j(i)} \) is tangent to \( UH(S_2) \).
Lemmas 6.1 and 6.2 allow us to determine, for any given point \( r_i \) of \( \text{UH}(S_i) \), whether the point \( u \) of the upper common tangent \((u, v)\) appears to the left of, to the right of, or equal to \( r_i \) in \( O(\log k) \) time using \( k \) processors. If we take \( k \) to be approximately \( \sqrt{s} \), we obtain an \( O(1) \) time parallel algorithm that determines, for any given point \( r_i \), whether \( u \) is equal to, is to the left of, or is to the right of \( r_i \).

These observations lead to a parallel-search algorithm to isolate the point \( u \) as follows. We choose \( \sqrt{s} \) points of \( \text{UH}(S_1) \), which divide \( \text{UH}(S_1) \) into almost-equal portions. We can then isolate \( u \) within a single portion in \( O(1) \) time using \( \sqrt{s} \) \( \sqrt{t} \) processors. Similarly, we can isolate \( v \) within a portion of \( \text{UH}(S_2) \) containing approximately \( \sqrt{t} \) points in \( O(1) \) time using \( \sqrt{s} \) \( \sqrt{t} \) processors. The complexity bounds can be stated as \( O(1) \) time, with a total of \( O(\sqrt{s} \sqrt{t}) = O(n) \) operations.

We now have at most \( \sqrt{s} \) candidates for the point \( u \) and \( \sqrt{t} \) candidates for the point \( v \). For each pair of candidates, we can check, in \( O(1) \) sequential time, whether that pair constitutes the upper common tangent between \( \text{UH}(S_1) \) and \( \text{UH}(S_2) \). Therefore, we can test all pairs concurrently; hence, we can identify the unique upper common tangent in \( O(1) \) time, using \( O(n) \) operations.

We are now ready to state the algorithm more formally.

**ALGORITHM 6.1**
(Upper Common Tangent)

**Input:** The upper hulls \( \text{UH}(S_1) = \langle r_1, r_2, \ldots, r_s \rangle \) and \( \text{UH}(S_2) = \langle q_1, q_2, \ldots, q_t \rangle \) in sorted order from left to right, where \( S_1 = \langle p_1, p_2, \ldots, p_{n/2} \rangle \) and \( S_2 = \langle p_{n/2+1}, p_{n/2+2}, \ldots, p_n \rangle \) such that \( x(p_1) < x(p_2) < \cdots < x(p_n) \). Assume that \( \sqrt{s} \) and \( \sqrt{t} \) are integers.

**Output:** Points \( u \) and \( v \) such that the line determined by \( u \) and \( v \) is the upper common tangent between \( \text{UH}(S_1) \) and \( \text{UH}(S_2) \).

**begin**
1. For each \( i \) such that \( 1 \leq i \leq \sqrt{s} \), find \( q_{i\sqrt{s}} \) such that \( r_{i\sqrt{s}} q_{i\sqrt{s}} \) is the tangent to \( \text{UH}(S_2) \).
2. For each \( i \) such that \( 1 \leq i \leq \sqrt{s} \), determine whether \( u \) is to the left of, is equal to, or is to the right of \( r_{i\sqrt{s}} q_{i\sqrt{s}} \). If \( u = r_{i\sqrt{s}} q_{i\sqrt{s}} \) for some \( i \), then we are done. Otherwise, deduce the block \( A = \langle r_{(i-1)\sqrt{s}+1}, \ldots, r_{i\sqrt{s}} \rangle \) containing \( u \).
3. For each \( i \) in block \( A \), determine \( q_{i\sqrt{t}} \) such that \( r_{i\sqrt{t}} q_{i\sqrt{t}} \) is the tangent to \( \text{UH}(S_2) \), set \( u = r_i \) and \( v = q_{i\sqrt{t}} \) if \( r_{i\sqrt{t}} q_{i\sqrt{t}} \) is also tangent to \( \text{UH}(S_1) \).

**end**

**Theorem 6.1:** Algorithm 6.1 correctly computes the upper common tangent of the two upper hulls \( \text{UH}(S_1) \) and \( \text{UH}(S_2) \). This algorithm runs in \( O(1) \) time, using a linear number of operations.

**Proof:** The correctness proof follows essentially from Lemmas 6.1 and 6.2 and the discussion presented just before the statement of the algorithm. We estimate the running time assuming that there are \( s + t \) processors available. Step 1 can be executed in \( O(1) \) using \( \sqrt{s} \) processors for each \( i \) (Lemma 6.1 and its corollary). Since \( \sqrt{s} \leq s + t \), all the \( q_{i\sqrt{s}} \)'s can be computed in \( O(1) \) time, using \( s + t \) processors. Step 2 can be done in \( O(1) \) time with \( O(\sqrt{s}) \) processors. Similar arguments hold for step 3. Therefore, the whole algorithm can be executed in \( O(1) \) time, using \( s + t \) processors. Hence, the corresponding total number of operations is \( O(s + t) = O(n) \).

**6.1.4 PUTTING THE PIECES TOGETHER**

Combining the divide-and-conquer strategy with our fast parallel algorithm to compute the upper or lower common tangent, we obtain the following theorem.

**Theorem 6.2:** The convex hull of a set of \( n \) points in the plane can be computed in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. Hence, Algorithm 6.1 is optimal.

**Proof:** Let \( S = \langle p_1, p_2, \ldots, p_n \rangle \) be the given set of \( n \) points. We preprocess \( S \) by sorting the points according to their \( x \)-coordinates. This preprocessing step takes \( O(n \log n) \) time, using \( O(n \log n) \) operations if we use the pipelined merge-sort algorithm (Algorithm 4.4). Hence, assume that \( x(p_1) < x(p_2) < \cdots < x(p_n) \).

We use a divide-and-conquer strategy to determine \( \text{CH}(S) \) as follows. If \( n \leq 4 \), we identify \( \text{CH}(S) \) by using a brute-force method. Otherwise, we call the algorithm recursively to compute \( \text{CH}(S_1) \) and \( \text{CH}(S_2) \), where \( S_1 = \langle p_1, p_2, \ldots, p_{n/2} \rangle \) and \( S_2 = \langle p_{n/2+1}, p_{n/2+2}, \ldots, p_n \rangle \). We then merge \( \text{CH}(S_1) \) and \( \text{CH}(S_2) \) by computing the upper and the lower common tangents of \( \text{CH}(S_1) \) and \( \text{CH}(S_2) \) and deducing \( \text{CH}(S) \).

There are \( O(\log n) \) iterations, each of which takes \( O(1) \) time, using a linear number of operations. Hence, the completion of the divide-and-conquer algorithm requires \( O(\log n) \) time and a total of \( O(n \log n) \) operations. Therefore, the overall algorithm can be executed within these bounds.
Since the convex-hull problem can be reduced to sorting, the resulting algorithm is optimal.

**PRAM Model:** Concurrent-read capability is required by our sorting algorithm and by the parallel-search algorithm. No concurrent-write capability is needed. Hence, our algorithm runs on the CREW PRAM model.

---

### 6.2 Intersections of Convex Sets

An important class of problems in computational geometry is the computation of the intersections of a collection of geometric objects. This class of problems has many applications, such as pattern recognition, VLSI CAD tools, linear programming, and computer graphics. In this section, we restrict our discussion to the problem of determining the boundary of the intersection of half-planes. Other related problems—such as determining the intersection of two convex polygons, and finding a separating line between two convex polygons, if it exists—are left as Exercises 6.12 and 6.19.

#### 6.2.1 INTERSECTION OF HALF-PLANES

Consider a line \( L \) in the plane defined by the equation \( y = ax + b \). The line \( L \) divides the plane into two half-planes \( H^+(L) \) and \( H^-(L) \) such that \( H^+(L) \) (respectively, \( H^-(L) \)) consists of all points \((\alpha, \beta)\) satisfying \( \beta \geq a\alpha + b \) (respectively, \( \beta \leq a\alpha + b \)). More intuitively, \( H^+(L) \) is the set of points on or above \( L \) and \( H^-(L) \) is the set of points on or below \( L \). It is clear that each of \( H^+(L) \) and \( H^-(L) \) defines a convex region.

Let \( \{L_i : y = a_i x + b_i, 1 \leq i \leq n\} \) be a set of \( n \) lines, and let \( H(L) \) be one of the two half-planes determined by \( L_i \). The region defined by the intersection of these half-planes is clearly convex, since the intersection of two convex regions is also convex. However, the resulting region may or may not be bounded, as shown by the following example.

**Example 6.3:**

Consider the two examples shown in Fig. 6.6. The arrow indicates the desired half-plane corresponding to each line. In part (a), the region is bounded; in part (b), the corresponding region is unbounded.

---

**Figure 6.6** Intersections of a set of half-planes. (a) Bounded case. (b) Unbounded case.

Our goal is to specify the polygonal chain defining the boundary of \( \cap H(L_i) \). We next present an \( O(\log n) \) time algorithm that relies on using the convex-hull algorithm (Algorithm 6.1) developed in the previous section. The total number of operations used is \( O(n \log n) \), which is optimal since the problem of sorting \( n \) numbers can be reduced to the problem of computing the intersection of \( n \) half-planes, as you are asked to show in Exercise 6.11.

#### 6.2.2 REDUCTION TO CONVEX HULL

The problem of determining \( \cap H(L_i) \) is somewhat similar to determining the convex hull of a set of points, except that here the convex region (which may be unbounded) is defined by a set of lines, instead of by a set of points. Hence, it is not completely surprising that we can reduce our problem to the convex-hull problem by applying a transformation that maps a line into a point and a point into a line, and that preserves the relative positions. We introduce such a transformation next.

Let \( T \) be the transformation that maps a point \( p = (a, b) \) into the line \( T(p) \) defined by \( y = ax + b \), and that maps the line \( \{L : y = ax + b\} \) into the point \( T(L) = (-a, b) \).
EXAMPLE 6.4:
Consider the point \( p = (1, 5) \) and the line \( L : y = 2x + 4 \). Applying the transformation \( T \), we obtain that \( T(p) \) is the line defined by \( y = x + 5 \), and \( T(L) \) is the point \((-2, 4)\), as shown in Fig. 6.7. Note that \( T(-2, 4) \) is the line \( L' : y = -2x + 4 \), which is different from the line \( L \).

An important fact about the transformation \( T \) is stated in the next lemma.

**Lemma 6.3:** A point \( p \) is below a line \( L \) if and only if the line \( T(p) \) is below the point \( T(L) \).

**Proof:** A point \( p = (a, b) \) is below the line \( L : y = cx + d \) if and only if \( b < ca + d \), which is equivalent to \(-ca + b < d\). The point \( p = (a, b) \) is mapped into the line \( T(p) \) defined by \( y = ax + b \), and the line \( L : y = cx + d \) is mapped into the point \( T(L) \) defined by \((-c, d)\). Hence, the condition \(-ca + b < d \) is equivalent to the fact that \( T(p) \) is below \( T(L) \). Therefore, \( p \) is below \( L \) if and only if \( T(p) \) is below \( T(L) \).

Let \( \{L_{i_1}, L_{i_2}, \ldots, L_{i_n}\} \) be the lines for which \( H(L_{i_k}) = H^+(L_{i_k}) \), where \( 1 \leq r \leq n_1 \), and let \( \{L_{j_1}, L_{j_2}, \ldots, L_{j_n}\} \) be the remaining lines—that is, \( H(L_{j_k}) = H^-(L_{j_k}) \), for \( 1 \leq s \leq n_2 \).

Consider the region \( C^+ \) defined by \( \cap_{1 \leq r \leq n_1} H^+(L_{i_r}) \). The region \( C^+ \) consists of all the points above all the lines \( L_{i_r} \), for \( 1 \leq r \leq n_1 \). But in the transform domain, \( T(C^+) = \{T(p) \mid p \in C^+\} \) consists of all the lines above all the points \( T(L_{i_r}) \), for \( 1 \leq r \leq n_1 \) (by Lemma 6.3). Therefore, \( T(C^+) \) consists of all the lines above the upper hull determined by the points \( T(L_{i_r}) \), where \( 1 \leq r \leq n_1 \). The points on this upper hull uniquely define the lines among the \( L_{i_r} \)'s that determine the boundary of \( \cap_{1 \leq r \leq n_1} H^-(L_{i_r}) \).

A line segment of the upper hull joining two consecutive extreme points corresponds to a point in \( C^+ \) that is shared by two lines bounding \( C^+ \). Therefore, the line segments of the upper hull define the extreme points of \( C^+ \), and both sets occur in the same relative order.

More formally, we have the following lemma.

**Lemma 6.4:** Let \( \mathcal{L} = \{L_{i_1}, L_{i_2}, \ldots, L_{i_n}\} \) be a given set of lines, and let \( C^+ = \cap_{1 \leq r \leq n_1} H^+(L_{i_r}) \). Then a line \( L_{i_r} \) is on the boundary of \( C^+ \) if and only if \( T(L_{i_r}) \) is an extreme point of the upper hull \( UH(T(\mathcal{L})) \), where \( T(\mathcal{L}) \) is the set of points \( \{T(L_{i_1}), T(L_{i_2}), \ldots, T(L_{i_n})\} \). A point \( p \) is an extreme point of \( C^+ \) if and only if \( T(p) \) is a line joining two consecutive extreme points of \( UH(T(\mathcal{L})) \). Moreover, the sequence of lines and points of \( C^+ \) corresponding to the sequence of points and lines defining \( UH(T(\mathcal{L})) \) forms a polygonal chain that defines the boundary of \( C^+ \).

**EXAMPLE 6.5:**
Consider the five lines \( L_1 : y = 2x + 4, L_2 : y = -2x + 4, L_3 : y = -4x - 4, L_4 : y = 10x - 20, \) and \( L_5 : y = 3 \). The extreme points of the boundary of \( \cap_{1 \leq i \leq 5} H^+(L_i) \) are given by \((-4, 12), (0, 4), \) and \((3, 10)\). The boundary is made up of segments from \( L_3, L_2, L_1, \) and \( L_4 \). In this order, as shown in Fig. 6.8(a). In the transform domain, we have \( T(L_1) = (-2, 4), T(L_2) = (2, 4), T(L_3) = (4, -4), T(L_4) = (10, -20), \) and \( T(L_5) = (0, 3) \). The upper hull of these points is defined by the extreme points \((-10, -20), (-2, 4), (2, 4), \) and \((4, -4)\), as shown in Fig. 6.8(b). Notice that the clockwise ordering of the extreme points of the upper hull is the same as the clockwise ordering of the corresponding lines defining the boundary of \( \cap H^+(L_i) \). The equations of the line segments joining successive points of the upper hull are \( y = 3x + 10, y = 4, \) and \( y = -4x + 12 \). The points corresponding to these lines are precisely the points \((3, 10), (0, 4), \) and \((-4, 12)\) defining the extreme points of \( \cap_{1 \leq i \leq 5} H^+(L_i) \) with the same relative ordering.

We now consider the problem of determining the region \( C^- \) defined by \( \cap_{1 \leq i \leq n_1} H^-(L_{i_r}) \). As before, the region \( C^- \) is uniquely specified by the lines corresponding to the points defining the lower hull of the points \( T(L_{j_k}) \), where \( 1 \leq s \leq n_2 \). The extreme points of \( C^- \) are uniquely defined by the line segments of the lower hull.

In summary, the problem of determining the intersection of the set of half-planes \( H(L_i) \) comes down to computing the polygonal chain defining the
the complexity bounds of the convex-hull algorithm (see Exercise 6.12). Therefore, we have shown the following theorem.

**Theorem 6.3:** Given a collection of $n$ lines, each line defining a half-plane, it is possible to specify the intersections of all these half-planes in $O(\log n)$ time, using a total of $O(n \log n)$ operations.

**PRAM Model:** Our algorithm can be implemented on the CREW PRAM model, since the convex-hull algorithm requires only concurrent-read capability. The other operations required can be also implemented on the CREW PRAM model.

### 6.2.3 Two-Variable Linear Programming

The algorithm for computing the intersection of half-planes can be used to solve the two-variable linear-programming problem, which can be defined as follows:

- **Minimize** $cx + dy$
- **Subject to** $a_ix + b_iy + c_i \leq 0, 1 \leq i \leq n$.

The $n$ inequalities $a_ix + b_iy + c_i \leq 0$, where $1 \leq i \leq n$, are called the **constraints**, and the function $cx + dy$ is called the **objective function**. The **feasible region** $P$ is the set of points satisfying all the $n$ constraints. Clearly, $P$ is the intersection of a set of half-planes; hence, $P$ is convex.

Solving a two-variable linear program amounts to determining a point $(x_0, y_0) \in P$ that minimizes the objective function. But the objective function can be viewed as a family $F$ of parallel lines defined by $cx + dy = \lambda$, where $\lambda$ is a parameter belonging to the field $\mathbb{R}$ of reals. Since $P$ is convex, it is not difficult to verify that the objective function will be minimized at one of the extreme points of $P$.

**Example 6.6:**

Consider the following linear program:

- **Minimize** $-x + y$
- **Subject to:**
  - $x + y - 5 \leq 0$
  - $3x + y - 9 \leq 0$
  - $y - 4 \leq 0$
  - $-x \leq 0$
  - $-y \leq 0$
The feasible region is the convex polygon shown in Fig. 6.9, which has five extreme points. The family of lines corresponding to the objective function is given by \( L_\lambda : -x + y = \lambda \). Figure 6.9 shows the three lines \( L_5, L_4, L_{-3} \) corresponding to \( \lambda = 5, 4, -3 \), respectively. The optimal value of the objective function is equal to \(-3\), and this value is achieved by the supporting line \( L_{-3} \) passing through the extreme point \((3, 0)\). Note that the other supporting line \( L_4 \) passes through the vertex \((0, 4)\) and achieves the maximum value of 4 for the objective function.

In the two-variable case considered in this section, we can construct the feasible region explicitly by using the algorithm to determine the intersection of a set of half-planes. This algorithm takes \( O(\log n) \) time, using a total of \( O(n \log n) \) operations, where \( n \) is the number of constraints. Determining a solution to the linear program amounts to finding the minimum of \( cx + dy \) for all \((x, y)\) ranging over the extreme points of the feasible region. Since there are \( O(n) \) such points, this task takes \( O(\log n) \) time, using \( O(n) \) operations. We therefore have the following theorem.

\[ \text{Theorem 6.4:} \text{ The two-variable linear program with } n \text{ constraints can be solved on the CREW PRAM in } O(\log n) \text{ time, using a total of } O(n \log n) \text{ operations.} \]

Note that this algorithm for the two-variable linear-programming problem is not optimal. In fact, linear-time sequential algorithms exist for the fixed-dimension linear-programming problem. An improvement over the given algorithm is suggested in Exercise 6.21.

\[ \text{Remark 6.1:} \text{ The explicit construction of the feasible region for higher-dimensional linear programming is not computationally possible, since the number of extreme points can grow exponentially with the number of variables. The well-known simplex method solves a linear program by moving from one extreme point to another adjacent extreme point (ignoring degeneracy) until a local (also global, in this case) minimum is found, without explicitly constructing the feasible region.} \]

---

### 6.3 Plane Sweeping

**Plane sweep** is an important paradigm in computational geometry that is used to handle many problems in the plane. The main idea is fairly intuitive. Given a set of geometric objects in the plane, imagine a vertical line sweeping the plane from left to right. For each position of the sweep line, we can deduce information relevant to the desired solution by examining the intersections of the sweep line with the geometric objects. We need only to position the sweep-line at certain locations, called **critical points**, where possibly useful information can be extracted.

In this section, we consider an efficient parallel implementation of the plane-sweep method in the case when the basic geometric objects are horizontal and vertical line segments. We note that the basic technique can be extended to handle more general geometric objects, as will be pointed out later.

**Example 6.7:**

Given a set of horizontal and vertical segments, consider the problem of determining, for each vertical segment, the number of horizontal segments intersecting it. We give a sketch of a sequential sweep-line method to solve this problem.
In this case, the critical points correspond to the endpoints of the segments. We start by sorting all the critical points according to their $x$ coordinates. We then sweep the plane, starting from the endpoint with the smallest $x$ coordinate. To store the relevant information generated during our plane sweep, we use a balanced binary tree that supports the operations of “find,” “insert,” and “delete” in logarithmic time. Each leaf of the binary tree corresponds to the $y$ coordinate of a left endpoint of a horizontal segment that has been encountered but that has a right endpoint not yet processed. Each internal node contains the number of descendants in the subtree rooted at that node.

At each critical point, if the point is the left endpoint of a horizontal segment, we insert its $y$ coordinate into the binary tree. If it is the right endpoint of a horizontal segment, then the corresponding $y$ value is deleted from the tree. If we encounter a vertical segment, then we search the binary tree for the number of $y$ values between the two $y$ values of the segment’s endpoints. Clearly, we can find the number of horizontal lines intersecting each vertical line in this fashion. It follows that the handling of each endpoint takes $O(\log n)$ sequential time, where $n$ is the total number of segments. Hence, this sequential algorithm runs in $O(n \log n)$ time.

As can be seen from Example 6.7, it is not obvious how the plane-sweep strategy can be implemented efficiently for parallel processing. We next describe the plane-sweep tree, which will allow us to process all the sweep lines at the critical points concurrently.

**6.3.1 THE PLANE-SWEEP TREE**

Let $S = \{s_1, s_2, \ldots, s_n\}$ be a set of nonintersecting horizontal segments. Assume that no two endpoints have the same $x$ coordinate. We define the **plane-sweep tree** of $S$ as follows.

Let $x_1 < x_2 < \ldots < x_{2n}$ be the $x$ coordinates of all the endpoints. These $2n$ points on the $x$ axis form $2n + 1$ intervals. Let $T$ be a balanced binary tree constructed on these $2n + 1$ intervals. With each leaf $u$, associate the corresponding interval, denoted by $[a_u, b_u]$. An internal node $v$ corresponds to the interval that is the union of the intervals associated with its descendants. We need to store additional information at each node $v$.

Let $v$ be an arbitrary node of $T$ whose interval is given by $[a_v, b_v]$. Let $\Pi_v$ be the vertical strip $[a_v, b_v] \times (-\infty, +\infty)$. A segment $s$ covers $v$ if it spans $\Pi_v$ but not $\Pi_u$, where $z = p(v)$, the parent of $v$. Define $H(v)$ and $W(v)$ as follows:

\[ H(v) = \{ s_i \mid s_i \text{ covers } v \}, \]
\[ W(v) = \{ s_i \mid s_i \text{ has at least one endpoint in } \Pi_v \}. \]

Note that, if $s_i$ has an endpoint on the boundary of $\Pi_v$ and extends entirely outside $\Pi_u$, then $s_i$ will not be included in $W(v)$. We assume that the segments in each of $H(v)$ and $W(v)$ are sorted by their ordinate values. We call such a tree the **plane-sweep tree** of $S$.

**EXAMPLE 6.8:**

Consider the three segments $s_1$, $s_2$, and $s_3$ shown in Fig. 6.10(a). The $x$ coordinates of the endpoints of $s_i$ are denoted by $x_{i1}$ and $x_{i2}$ such that $x_{i1} < x_{i2}$. The corresponding sweep tree is shown in Fig. 6.10(b). The two lists $H(v)$ and $W(v)$ are given next to each node $v$.

**Lemma 6.5:** Let $T$ be the plane-sweep tree of a set of $n$ nonintersecting horizontal segments, and let $H(v)$ and $W(v)$ be the lists stored at each node $v$. Then, each of the sums $\sum_i |H(v)|$ and $\sum_i |W(v)|$ is of size $O(n \log n)$.

**Proof:** Each segment can cover at most two nodes at each level, given that a segment that covers a node $v$ cannot cover its parent. Hence, the sum of the sizes of the lists at each level is $O(n)$, and thus $\sum_i |H(v)| = O(n \log n)$.

Since each segment has two endpoints, no segment can appear more than twice in all the $W(v)$’s at any given level. Hence, $\sum_i |W(v)| = \sum_i |H(v)| = O(n \log n)$, and the lemma follows.

We now show how to construct $H(v)$ and $W(v)$ efficiently for each node $v$ in $T$.

We start by examining the lists $W(v)$. Suppose that $v$ is a leaf corresponding to the interval $[x_i, x_{i+1}]$. In this case, $W(v)$ consists of at most two segments: one has an endpoint whose ordinate is equal to $x_i$, and the other has an endpoint whose ordinate is equal to $x_{i+1}$. Hence, computing $W(v)$ for each leaf $v$ can be done in $O(1)$ time using a linear number of operations.

Consider an arbitrary internal node $v$ whose left and right children are $u$ and $w$, respectively. Any segment in $W(v)$ must be either in $W(u)$ or in $W(w)$. Conversely, a segment in $W(u)$ or in $W(w)$ must be in $W(v)$. Hence, $W(v)$ is the sorted list that we obtain by merging $W(u)$ and $W(w)$ according to the ordinate values of the segments. If we merge the lists bottom up, one level at a time, the resulting algorithm will run in more time than the $O(\log n)$ time for which we are aiming. However, our pipelined merge-sort algorithm (Algorithm 4.4) computes the sorted lists generated in all the nodes of an arbitrary binary tree. In our case, it leads to an algorithm that computes all the $W(v)$’s in $O(n \log n)$ time, using a total of $O(n \log n)$ operations.

The computation of $H(v)$ will use the $W$ arrays generated previously. Let $v$ be an arbitrary node, and let $z$ be the parent of $v$. It is clear that every segment in $H(v)$ must appear in $W(z)$. Our goal is to select the subset of edges in $W(z)$ that forms $H(v)$. 


required is \(O(n \log n)\). Note that \(H(r) = \emptyset\), where \(r\) is the root of \(T\). Each internal node will then contain a marked copy for its left child, and a marked copy for its right child. In addition, the marked elements in each \(W(z)\) appear in order sorted by their y values. Using the prefix-sums algorithm (Algorithm 2.1), we can then compact each marked copy in parallel in \(O(\log n)\) time, using a total of \(O(n \log n)\) operations, since \(\sum_{z \in W(v)} |W(v)| = O(n \log n)\) (see Exercise 6.23). Therefore, we have the following theorem.

**Theorem 6.5:** Given a set \(S\) of \(n\) horizontal segments, we can construct the plane-sweep tree of \(S\) in \(O(\log n)\) time, using a total of \(O(n \log n)\) operations.

**PRAM Model:** The plane-sweep algorithm requires concurrent-read capability, since our version of the pipelined merge sort has this requirement. Moreover, marking the elements of \(W(z)\) that belong to \(H(v)\) in \(O(1)\) time requires the concurrent access to the interval \([a_v, b_v]\). Hence, this algorithm runs on the CREW PRAM model within the stated asymptotic bounds.

### 6.3.2 An Application of the Plane-Sweep Tree

In this section, we consider an application of the plane-sweep tree. Other applications are covered in the Exercises 6.27, 6.28, 6.29, and 6.30.

Let \(S = \{s_1, s_2, \ldots, s_n\}\) be a set of nonintersecting horizontal segments. We wish to determine, for each endpoint \(p\) of a segment in \(S\), the closest segment directly below \(p\), if such a segment exists. We show how to solve this problem in \(O(\log n)\) time, using a total of \(O(n \log n)\) operations, by using the plane-sweep tree. This algorithm can be used, for example, to generate the escape line segments of a set of rectilinear obstacles in VLSI routing, as defined in Exercise 6.30.

**Example 6.9:**

Consider the horizontal segments shown in Fig. 6.11. For each endpoint \(p\), a dotted line is drawn from \(p\) to the closest segment directly below \(p\), whenever the latter exists.

As before, we are assuming that no two endpoints have the same \(x\) coordinate. Let \(T\) be the plane-sweep tree associated with the set \(S\). Recall that the vertical strip \(\bigcup v = [a_v, b_v] \times (-\infty, +\infty)\) is associated with node \(v\), which also holds the two sets \(W(v)\) and \(H(v)\) sorted by their \(y\) coordinates.

We augment each node \(v\) with the array \(\text{rank}(W(v) : H(v))\)—that is, the array consisting of the ranks according to the \(y\) values of the segments of \(W(v)\) in the sorted array \(H(v)\). We can obtain his information easily while constructing...
for the segment with the largest y value less than \( y(v_j) \), for all \( u \) on the path \( P \). Searching each such list can be done in \( O(\log n) \) sequential time with the binary search method. Since there are \( O(\log n) \) such lists along the path \( P \), this approach leads to an \( O(\log^2 n) \) sequential-time algorithm to identify the desired segment for each endpoint. The resulting algorithm to handle all the endpoints concurrently runs in \( O(\log^2 n) \) time, using \( O(n \log^2 n) \) operations. We next improve this algorithm.

Since we have already generated the array \( \text{rank}(W(v) : H(v)) \), for each node \( v \), we can, in \( O(1) \) sequential time, locate the predecessor \( \text{pred}_u(s_p) \) of \( s_p \) in \( H(u) \), for each \( u \) on \( P \) (recall that \( s_p \) is in \( W(u) \) for each \( u \) on \( P \)). The predecessor of \( s_p \) in \( H(u) \) is precisely the segment \( s' \in H(u) \) with the largest y value satisfying \( y(s') < y(s_p) \). We then obtain the solution by computing the minimum of the y values of the segments \( \{\text{pred}_u(s_p)\}_{u \in P} \). This step clearly takes \( O(\log n) \) sequential time for each endpoint. Therefore, we have the following theorem.

**Theorem 6.6:** Given a set of \( n \) nonintersecting horizontal segments, the problem of determining, for each endpoint \( p \), the closest segment directly below \( p \) can be solved in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. □

**PRAM Model:** Construction of the plane-sweep tree requires the CREW PRAM model, as we saw earlier. The additional processing clearly can be handled on this model. Therefore, our algorithm runs on the CREW PRAM model within the stated asymptotic bounds. □

The computation involved in determining the segment in \( H(v) \) directly below a given point \( p \), for all \( v \) such that \( p \in \Pi_v \), is called the **multifiliation of \( p \) in \( T \)**. This type of computation arises in important problems, some of which are mentioned in the Exercises 6.29 and 6.30.

Note that the plane-sweep tree for an arbitrary set of segments (not necessarily horizontal) can be constructed in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. Moreover, the multifiliation of a point \( p \) can also be done in \( O(\log n) \) sequential time when the sweep tree is properly augmented. The details required for these constructions are involved, although the techniques used are essentially the same as those presented here.

**6.4 Visibility Problems**

Given a set \( F \) of forbidden curves and a point \( p \) in the plane, a point \( q \) is visible from \( p \) if the line segment \( pq \) does not intersect any curve in \( F \). If \( F \) consists of line segments, the points visible from \( p \) form a (possibly unbounded) polygon, called the visibility polygon of \( p \).
In this section, we consider the case when \( F \) is a set of nonintersecting line segments, and show how to determine the visibility polygon of a point \( p \) in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. To achieve this solution, we will make critical use of the general pipelined divide-and-conquer strategy introduced in Chapter 4. A review of this strategy is in order.

### 6.4.1 A Quick Review of Pipelined Merge Sort

We presented in Section 4.3.2 the pipelined divide-and-conquer strategy as applied to the following problem. Given a binary tree \( T \) such that each leaf \( u \) contains a list \( L[u] \) drawn from a linearly ordered set, we wish to determine, for each internal node \( v \), the sorted list \( L[v] \) that contains all the elements stored in the subtree rooted at \( v \). The pipelined merge-sort algorithm handles such a computation in \( O(h(T) + \log m) \) iterations, each iteration requiring \( O(1) \) time, where \( h(T) \) is the height of \( T \) and \( m \) is the maximum number of elements in any of the initial lists. During each iteration, the list \( L[v] \) stored at node \( v \) is updated by a merging operation involving samples of the lists stored in the children nodes. The important point for us here is that, when the algorithm terminates, we can assume that we have the sorted list \( L[v] \) at each node \( v \) and the rank information \( \text{rank}(L[u], L[v]) \), where \( u \) is a child of \( v \). In addition, the lists generated at each sibling pair of nodes are cross-ranked (see Remark 4.6). Therefore, if \( u \) and \( w \) are the children of \( v \), then the predecessor of an element \( p \) of \( L[w] \) in the list \( L[u] \) can be determined in \( O(1) \) sequential time. The predecessor of an element \( p \) of \( L[u] \) in \( L[w] \) is the largest element of \( L[w] \) that is smaller than \( p \).

### 6.4.2 The Lower Envelope of a Set of Segments

Let \( S = \{s_1, s_2, \ldots, s_s\} \) be a set of nonintersecting segments, except possibly at their endpoints. Let \( p \) be the point at negative infinity below all the segments. Essentially, the same algorithm can be used to handle the case when \( p \) is an arbitrary finite point; the details are left to Exercise 6.32. The visibility polygon can now be characterized by the lower envelope of the \( s \) segments consisting of the pieces of segments from \( S \) that are visible from \(-\infty\). The lower envelope can be specified by a list \( p_0 = -\infty, p_1, p_2, \ldots, p_s \), where the \( p_i \)'s are endpoints of segments with increasing \( x \) coordinates, together with a corresponding array \( \text{vis}(p_i) \) of visible segments such that, for each \( p_i \), \( \text{vis}(p_i) \) indicates the line segment visible in the interval \( (x(p_i), x(p_{i+1})) \), where \( 0 \leq i < s \), and \( x(p_i) \) is the \( x \) coordinate of \( p_i \). We note that \( x(-\infty) = -\infty < x(p_i) \) for any \( p_i \), and \( \text{vis}(p_i) = +\infty \).

**EXAMPLE 6.10:**

Consider the set of segments \( S = \{s_1, s_2, s_3, s_4, s_5\} \) shown in Fig. 6.12(a). The lower envelope is defined by the list \( (-\infty, p_1, p_2, p_3, p_4, p_5, p_6, p_8, p_9, p_{10}) \), and by the array of visible segments given by \( \text{vis} = (+\infty, s_1, +\infty, s_2, s_3, s_4, +\infty, s_5, +\infty) \). For example, in the interval \( (x(p_3), x(p_5)) \), the segment \( s_3 \) is visible, and hence \( \text{vis}(p_3) = s_3 \). On the other hand, there is no segment visible in the interval \( (x(p_8), x(p_9)) \), and hence \( \text{vis}(p_8) = +\infty \).

To compute the lower envelope, we will use a divide-and-conquer strategy that is similar to the one used in the merge-sort algorithm (Algorithm 4.4). We start by computing the trivial lower envelope of each segment separately. We then compute the lower envelopes of pairs of segments, followed by computing the lower envelopes of pairs of pairs of segments. We continue in this fashion until the lower envelope of all the segments has been generated. We will describe our algorithm as the process of constructing a

**FIGURE 6.12**

The lower envelope of a set of segments. (a) The initial set of segments. (b) The corresponding lower envelope specified by the list of endpoints \( L = (-\infty, p_1, p_2, p_3, p_4, p_5, p_6, p_8, p_9, p_{10}) \) and the label list \( \text{vis} = (+\infty, s_1, +\infty, s_2, s_3, s_4, +\infty, s_5, +\infty) \). For example, the segment visible in the interval \( (p_5, p_6) \) is \( s_3 \).
balanced binary tree whose leaves correspond to the initial segments such that, when the algorithm terminates, each internal node will contain the lower envelope of the segments in its subtree. The details are given next.

Let \( S = \{s_1, s_2, \ldots, s_n\} \) be the given set of segments such that no two segments intersect, except possibly at their endpoints. For clarity, assume that the coordinates of the endpoints are distinct. Our aim is to construct the following binary tree based on the elements of \( S \).

Let \( T \) be a balanced binary tree with \( n \) leaves. Leaf \( v_i \) contains the list \( L[v_i] = (-(\infty, p_1, p_2), p_1, p_2) \), where \( p_1 \) and \( p_2 \) are the two endpoints of \( s_i \) such that \( x(p_1) < x(p_2) \), and where the corresponding lower envelope is given by \( (\infty, s_i, +\infty) \). We denote this fact by the labels: \( \text{vis}(-(\infty, v_i)) = +\infty, \text{vis}(p_1, v_i) = s_i, \text{vis}(p_2, v_i) = +\infty \). Note that \( L[v_i] \) and the corresponding \( \text{vis} \) array provide the correct lower envelope of the segment \( s_i \).

Let \( v \) be an internal node. Then, \( L[v] \) consists of \( p_0 = -(\infty) \) followed by all the endpoints stored in the subtree rooted at \( v \), ordered by increasing \( x \) coordinates. Also, for each such \( p_i \), we have \( \text{vis}(p_i, v) = s_i \), indicating that the segment \( s_i \) is visible (with respect to the segments stored in the subtree rooted at \( v \)) in the interval \( (a(p_i), x(q_i)) \), where \( q_i \) is the endpoint that comes after \( p_i \) in \( L[v] \). If \( p_f \) is the last element in \( L[v] \), then \( \text{vis}(p_f, v) = +\infty \). Hence, the root \( r \) will hold the list consisting of \( p_0 = -(\infty) \) followed by all the \( 2n \) endpoints sorted by their \( x \) coordinates, and the corresponding \( \text{vis} \) array.

We now discuss how to construct the binary tree \( T \). We can obtain the list \( L[v] \) at each node \( v \) by merging the subtrees at the children nodes according to their \( x \) coordinates. Hence, the pipelined merge-sort algorithm (Algorithm 4.4) can be used to compute the lists \( L[v] \) for all nodes \( v \), in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. The only detail left is to show how to generate efficiently the labels defined by the array \( \text{vis} \).

Let \( v \) be an arbitrary internal node whose children are the nodes \( u \) and \( w \). After the pipelined merge-sort algorithm (Algorithm 4.4) terminates, we have the sorted lists \( L[v] \), \( L[u] \), and \( L[w] \) such that \( L[v] = L[u] \cup L[w] \). In addition, the two lists \( L[u] \) and \( L[w] \) are cross-ranked, and are each ranked in \( L[v] \). Suppose that we are given the two arrays \( \text{vis}(., u) \) and \( \text{vis}(., w) \). We show that \( \text{vis}(., v) \) can be generated in \( O(1) \) time, using \( O(|L[v]|) \) operations.

Let \( p \) be an endpoint in \( L[v] \) that comes from \( L[u] \), and let \( q \) be the element of \( L[u] \) that follows \( p \). Then \( \text{vis}(p, u) \) is the visible segment in the interval \( (x(p), x(q)) \) among the segments stored in the subtree rooted at \( u \). Since \( L[u] \) and \( L[w] \) are cross-ranked, we can find, in \( O(1) \) sequential time, the predecessor of \( p \) in \( L[w] \), which will be denoted by \( \text{pred}_w(p) = q \). Let \( q' \) be the successor of \( q \) on the list \( L[w] \). We clearly have \( x(q') < x(p) < x(q) \). Moreover, \( \text{vis}(q, w) \) is the visible segment over the interval \( (x(q), x(q')) \) among the segments stored in the subtree rooted at \( w \).

At node \( v \), the successor of \( p \) in \( L[v] \) must be either \( p' \) or \( q' \), whichever has the smaller \( x \) value. Hence, \( \text{vis}(p, v) \) must be the visible segment in the interval \( I_p = (x(p), \min \{x(p'), x(q')\}) \) among all the segments in the subtree rooted at \( v \). Over the interval \( I_p \), there are two possible candidates—namely, \( \text{vis}(p, u) \) or \( \text{vis}(q, w) \). Therefore, \( \text{vis}(p, v) \) is the lower segment at \( x(p) \) among \( \text{vis}(p, u) \) and \( \text{vis}(q, w) \).

Similarly, given a point \( p \) of \( L[v] \) that comes from \( L[w] \), the visible segment \( \text{vis}(p, v) \) is the lower segment at \( x(p) \) among \( \text{vis}(p, w) \) and \( \text{vis}(\text{pred}_w(p), u) \).

Therefore, we can compute, in \( O(1) \) sequential time, for an arbitrary point \( p \) of \( L[v] \), the value \( \text{vis}(p, v) \). It follows that the list \( \text{vis} \) can be generated at each node \( v \) from the lists \( \text{vis}(., u) \) and \( \text{vis}(., w) \) in \( O(1) \) time, using \( O(|L[v]|) \) operations.

In summary, all the labels of the lists \( \text{vis} \) can be generated bottom up, level by level, in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

There is one additional detail that we must address. For the root \( r \) of the tree \( T \), the length of \( L[r] \) and \( \text{vis}(., r) \) is \( 2n + 1 \) corresponding to the \( 2n \) endpoints of the \( n \) input segments and to the \( n \) endpoint \( +\infty \). We can compact each of these two lists in \( O(\log n) \) time, using a total of \( O(n) \) operations, by using the prefix-sums algorithm (Algorithm 2.1). This step yields the lower envelope of the set of input segments.

**Example 6.11:**

Consider the set \( S = \{s_1, s_2, s_3, s_4, s_5, s_6, s_7, s_8\} \) of segments shown in Fig. 6.13(a). The endpoints of segment \( s_i \) are denoted by \( p_i \) and \( p_j \) such that \( x(p_i) < x(p_j) \). Initially, each segment \( s_i \) is stored at a leaf \( v_i \) as follows: \( L[v_i] = (-(\infty, p_i, p_j), \text{vis}(., v_i) = (+\infty, s_i, +\infty) \).

Let \( u \) be the parent of \( v_1 \) and \( v_2 \). We construct the list \( L[u] \) by merging \( L[v_1] \) and \( L[v_2] \) according to the \( x \) coordinates, and hence \( L[u] = (-(\infty, p_i, p_j), p_i, p_j) \). The array \( \text{vis}(., u) \) can be determined as follows. First, we set \( \text{vis}(., u) = +\infty \) (which is always true for any node \( u \)). Now \( p_1 \) comes from \( v_1 \), and its predecessor in \( v_2 \) is \( +\infty \). Hence, \( \text{vis}(p_1, u) \) is the upper of \( \text{vis}(p_1, v_1) = s_1 \) and \( \text{vis}(.-, v_2) = +\infty \); that is, \( \text{vis}(p_1, u) = s_1 \). Since the predecessor of \( p_1 \) in \( L[p_1] \) is \( p_2 \), we have that \( \text{vis}(p_2, u) \) is the lower of \( \text{vis}(p_2, v_2) = s_2 \) and \( \text{vis}(p_1, v_1) = s_1 \), which is \( s_1 \) since \( p_2 > s_1 \). Thus, \( \text{vis}(p_2, u) = s_1 \) and \( \text{vis}(p_1, u) = s_1 \), and so on. We thus obtain \( \text{vis}(., v) = (+\infty, s_1, s_2, +\infty) \). Notice that \( s_2 \) appears consecutively twice: the first time corresponds to the endpoint \( p_2 \), and the second time corresponds to the endpoint \( p_1 \).

We now illustrate the last merging step. Let the children of the root \( r \) be the nodes \( a \) and \( b \). Then, \( L[r] = (-(\infty, p_i, p_j, p_k, p_l, p_m, p_n, p_o, p_q), \text{vis}(., r) = (+\infty, s_1, s_2, s_3, s_4, s_5, s_6, s_7, +\infty, +\infty) \).

Now, we can check that \( L[r] = (-(\infty, p_i, p_j, p_k, p_l, p_m, p_n, p_o, p_q), \text{vis}(., r) = (+\infty, s_1, s_2, s_3, s_4, s_5, s_6, s_7, +\infty, +\infty) \).

Let us verify the value of \( \text{vis}(p_2, r) \).
Theorem 6.7: Given a set of $n$ nonintersecting line segments, the pipelined merge-sort algorithm (Algorithm 4.4) can be used to determine the lower envelope of these segments in $O(\log n)$ time, using a total of $O(n \log n)$ operations.

PRAM Model: The lower envelope algorithm can be implemented on the CREW PRAM model because our procedure to update the labels requires only concurrent-read capability, as several elements of a list may have the same predecessor in another list.

6.5 Dominance Counting

Given two points $p$ and $q$ in the plane, $p$ dominates $q$ (or $q$ is dominated by $p$) if $x(p) \geq x(q)$ and $y(p) \geq y(q)$. The fact that a point $p$ dominates another point $q$ is denoted by $p > q$. For a given set $V$ of points, the pair $(V, >)$ is a partial order. That is, the relation $>$ is reflexive, antisymmetric, and transitive. This concept turns out to be useful, as the following two examples illustrate.

Example 6.12:
Let $R$ be a rectangle whose sides are parallel to the coordinate axes, and let $Q = \{q_1, q_2, \ldots, q_l\}$ be a set of points in the plane. We wish to find the number $n$ of points of $Q$ contained in $R$.

Let the vertices of $R$ be $(p_1, p_2, p_3, p_4)$ ordered by traversing the boundary of $R$ counterclockwise, starting from the upper-right corner (as in Fig. 6.14.) Let $d(p_i) = |\{q_1 \in Q \mid p_i > q_1\}|$; that is, $d(p_i)$ is the number of points from $Q$ dominated by $p_i$. These points are contained in the quadrant whose upper-right corner is $p_i$ and whose sides are parallel to the coordinate axes. Then, it is simple to check that $n = d(p_1) + d(p_3) - d(p_2) - d(p_4)$.

Example 6.13:
Given a set $Q$ of points in the plane, a point $p$ of $Q$ will be called a maximal element if there exists no $q \in Q$ such that $q = p$ and $q > p$.

Consider the quadrant of $Q$ formed by the two points of maximum $x$ and $y$ coordinates, respectively as shown in Fig. 6.15. In this quadrant, the set of maxima (marked with crosses) forms an “approximation” to the corresponding upper hull. Note that every point of the upper hull is a maximal element in this quadrant. Similar comments hold for other quadrants, given an appropriate assignment of $+$ and $-$ signs to each of the coordinates of the points in $Q$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.13.png}
\caption{Lower envelope of segments for Example 6.11. (a) A set of segments. (b) Part of the tree in the lower-envelope computation. Each leaf $v$ represents the lower envelope of segment $s_v$, and each internal node $v$ represents the lower envelope of the segments stored in the subtree rooted at $v$. For example, the lists shown at node $a$ represent the lower envelope of the segments $s_5$, $s_2$, $s_3$, and $s_4$.}
\end{figure}

The predecessor of $p_{22}$ in $L[b]$ is $p_{61}$. Now $\text{vis}(p_{22}, a) = +\infty$, and $\text{vis}(p_{61}, b) = s_6$, and hence $\text{vis}(p_{22}, r) = s_6$. Compacting the lists generated at the root $r$, we obtain the list of endpoints $(-\infty, p_{11}, p_{22}, p_{22}, p_{31}, p_{32}, p_{72}, p_{81}, p_{41}, p_{42})$, and the \text{vis} array $(+\infty, s_1, s_2, s_6, s_3, s_7, +\infty, s_8, s_4, +\infty)$. 

We therefore have the following theorem.
6.5.1 THE DOMINANCE-COUNTING PROBLEM

In the remainder of this section, we consider the following dominance-counting problem. Given two sets $A = \{p_1, p_2, \ldots, p_m\}$ and $B = \{q_1, q_2, \ldots, q_n\}$ of points in the plane, determine, for each $q_i$ in $B$, the number $d(q_i)$ of points in $A$ that are dominated by $q_i$. We assume, for simplicity, that no two points of $A$ and $B$ have the same $x$ or $y$ coordinate.

As in the previous section, we shall use the cascading divide-and-conquer approach. The pipelined merge-sort algorithm (Algorithm 4.4) will be executed on a balanced binary tree built on $A \cup B$. At the same time, a set of labels will be generated such that the labels at the root will provide the solution to the dominance-counting problem.

Let $R = \{r_1, r_2, \ldots, r_n\}$ be the points in $A \cup B$ such that $y(r_1) < y(r_2) < \cdots < y(r_n)$, where $n = l + m$. The initial preprocessing required to sort all the points according to their $y$ values can be performed in $O(\log n)$ time, using a total of $O(n \log n)$ operations. Let $T$ be a balanced binary tree of $n$ leaves $v_1, v_2, \ldots, v_n$ such that leaf $v_i$ represents point $r_i$, where $1 \leq i \leq n$. Each leaf $v_i$ contains a list $U[v_i] = (-\infty, r_i)$.

Each internal node $v$ of $T$ will contain the list $U[v]$ consisting of $-\infty$ followed by all points stored in the subtree rooted at $v$ sorted by their $x$ coordinates. These lists can be generated by using the pipelined merge-sort algorithm (Algorithm 4.4) in $O(\log n)$ time, using $O(n \log n)$ operations.

We now attach two labels to each element in the list $U[v]$ generated at node $v$. For each point $r_i$ of $U[v]$, we let $d'(r_i, v)$ be the number of elements of $A$ preceding $r_i$ in $U[v]$. That is, $d'(r_i, v) = |\{r \in U[v] \cap A \mid x(r) < x(r_i)\}|$. In addition, we let $d(r_i, v)$ be the number of points in $U[v] \cap A$ that are dominated by $r_i$. We initialize the labels at each leaf $v_i$ as follows: $d'(r_i, v_i) = d'(-\infty, v_i) = d(-\infty, v_i) = 0$.

Therefore, each node $v$ of the binary tree $T$ contains a list $U[v]$ of all the points in its subtree sorted according to their $x$ values, and two integer lists $d'(\cdot, v)$ and $d(\cdot, v)$ of the same length.

**EXAMPLE 6.14:**

Consider the two sets of points $A = \{p_1, p_2, p_3, p_4\}$ and $B = \{q_1, q_2, q_3, q_4\}$ shown in Fig. 6.16(a). The list $R$, sorted by the $y$ values, is given by $R = [p_1, p_3, q_2, q_1, p_4, q_4, q_3, p_2]$; hence, $U[v_1] = (-\infty, p_1)$, $U[v_2] = (-\infty, p_3)$, $U[v_3] = (-\infty, q_2)$, and so on. The complete tree is shown in Fig. 6.16(b), together with the lists $U[v]$, $d'(\cdot, v)$, and $d(\cdot, v)$ for each node $v$. The $U$ and $d$ lists generated at the root provide a complete answer to the dominance-counting problem relative to the sets $A$ and $B$. ■
Let \( v \) be an internal node of \( T \) whose left and right children are \( u \) and \( w \), respectively. Suppose that the labels \( d'(-\infty, u), d(-\infty, u), d'(-\infty, w) \) and \( d(-\infty, w) \) have already been computed. We show how to generate the arrays \( d'(-\infty, v) \) and \( d(-\infty, v) \) in \( O(1) \) time, using \( O(|U[v]|) \) operations.

The lefmost point \( -\infty \) of each list \( U[v] \) has the following labels: \( d'(-\infty, v) = d(-\infty, v) = 0 \), for every node \( v \). Otherwise, the following lemma relates the value of a label at the node \( v \) to the values computed at the children nodes \( u \) and \( w \).

**Lemma 6.7:** Let \( T \) be the balanced binary tree built on the set \( R = \{ r_1, r_2, \ldots, r_n \} \). For an arbitrary internal node \( v \), let \( u \) and \( w \) be its left and right children, respectively. Then, the labels of a point \( r_i \) of the list \( U[v] \) satisfy the following relations:

\[
d'(r_i, v) = d'(r_i, u) + d'(\text{pred}_u(r_i), w) + \chi_A(\text{pred}_u(r_i)) \text{ if } r_i \in U[u],
\]
\[
d'(r_i, w) + d'(\text{pred}_u(r_i), u) + \chi_A(\text{pred}_u(r_i)) \text{ if } r_i \in U[w];
\]
\[
d(r_i, v) = d(r_i, u) + d(\text{pred}_u(r_i), w) + \chi_A(\text{pred}_u(r_i)) \text{ if } r_i \in U[u],
\]
\[
d(r_i, w) + d(\text{pred}_u(r_i), u) + \chi_A(\text{pred}_u(r_i)) \text{ if } r_i \in U[w];
\]
where $x_A(r) = 1$ if $r \in A$ and $x_A(r) = 0$ otherwise.

**Proof:** We start by establishing the relation for the label $d'(r, v)$. Consider the case where $r \in U[u]$. Since $U[v]$ results from merging $U[u]$ and $U[w]$, $d'(r, v)$ is equal to the number of $r \in (U[u] \cup U[w]) \cap A$ such that $x(r) < x(r')$. The number of $r \in U[u] \cap A$ with $x(r) < x(r')$ is precisely $d'(r, u)$. On the other hand, the number of $r \in U[w] \cap A$ with $x(r) < x(r')$ is precisely $d'(pred(u), u) + x_A(pred(u))$. Therefore, $d'(r, v) = d'(r, u) + d'(pred(u))$. The case where $r \in U[w]$ can be treated in a similar fashion.

Consider now the label $d(r, v)$. If $r_1$ comes from $U[u]$, then $d(r, v)$ must be equal to $d(r, u)$, since no element from $U[w]$ can be dominated by $r_1$, as each element of $U[w]$ has a $v$ value larger than that of all the elements of $U[u]$. On the other hand, if $r_1$ comes from $U[w]$, then all the points in $U[u]$ that have smaller $v$ values are dominated by $r_1$, since $r_1$ has already a larger $y$ value. Therefore, the relations corresponding to $d(r, v)$ follow.

Lemma 6.7 implies that the labels $d'$ and $d$ can be updated at each level in $O(1)$ time, using $O(n)$ operations. Since the root will contain the desired information, we have the following theorem.

**Theorem 6.8:** Given a set $A = \{p_1, p_2, \ldots, p_n\}$ and a set $B = \{q_1, q_2, \ldots, q_l\}$ of points in the plane, the problem of determining, for each $1 \leq i \leq l$, the number $d(q_i)$ of points in $A$ that are dominated by $q_i$, can be solved in $O(\log n)$ time, using a total of $O(n \log n)$ operations, where $n = i + m$.

**Proof:** Let $B$ be the set of points that are the vertices of all the rectangles in $\mathcal{R}$. We solve the dominance-counting problem with respect to the pair $A$ and $B$; that is, for each point $q \in B$, we determine the number $d(q)$ of points in $A$ dominated by $q$.

Let $R$ be the rectangle $(q_1, q_2, q_3, q_4)$ whose vertices are ordered counterclockwise starting from the upper-right corner. As we saw in Example 6.12, the number of points of $A$ contained in $R$ is given by $d(q_1) + d(q_2) - d(q_2) - d(q_4)$. Hence, such a number can be computed in $O(1)$ sequential time for each rectangle, once all the $d$ values have been determined.

**EXAMPLE 6.15:**
For $1 \leq i \leq 4$, consider the set of rectangles $R_i = (q_{i1}, q_{i2}, q_{i3}, q_{i4})$ shown in Fig. 6.17. The points in $A$ are shown as black dots. Let us determine the number of points within each rectangle. The vertices of the rectangle $R_3$ are given by $(q_{31}, q_{32}, q_{33}, q_{34})$. The number of marked points dominated by a corner $q_{31}$ is denoted by $d(q_{31})$. For the rectangle $R_3$, the number of points lying inside it is given by $d(q_{31}) + d(q_{32}) - d(q_{32}) - d(q_{34}) = 10 + 3 - 4 - 5 = 4$. Hence, once the $d$ values are generated, the number of points lying inside each rectangle can be determined in $O(1)$ time, using a linear number of operations.
number of points of \( A \) in \( R_3 \). Since \( d(q_{31}) = 10 \), \( d(q_{33}) = 3 \), \( d(q_{32}) = 4 \), and \( d(q_{34}) = 5 \), we obtain \( d(q_{31}) + d(q_{33}) - d(q_{32}) - d(q_{34}) = 4 \), which is indeed the number of points of \( A \) contained in \( R_3 \). We use a similar computation for the other rectangles.

The other problem that can be solved by using the parallel algorithm for dominance counting is stated in the next theorem.

**Theorem 6.10:** Given a set \( S \) of \( n \) horizontal and vertical segments in the plane, the problem of determining, for each segment \( s \), the number of segments in \( S \) that intersect \( s \) can be computed in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

**Proof:** Let \( U_L \) and \( U_R \) be, respectively, the sets of the left and the right endpoints of all the horizontal segments. Given an arbitrary point \( p \), let \( d_L(p) \) and \( d_R(p) \) be, respectively, the numbers of points of \( U_L \) and \( U_R \) dominated by \( p \). That is, \( d_L(p) \) is the number of left endpoints of horizontal segments that are dominated by \( p \), and \( d_R(p) \) is the number of right endpoints of horizontal segments that are dominated by \( p \). Then, \( d_L(p) - d_R(p) \) is the number of horizontal segments below \( p \) that cross the vertical line through \( p \).

Let \( V \) be the set of the endpoints of the vertical segments. We start by solving the dominance-counting problem with respect to the pair \( U_L \) and \( V \) and to the pair \( U_R \) and \( V \). Hence, for each endpoint \( p \in V \), we have the values of \( d_L(p) \) and \( d_R(p) \). Consider now an arbitrary vertical segment \( s = pq \), where \( y(p) > y(q) \). Based on the observation made in the previous paragraph, the value \( d_L(p) - d_R(p) \) is equal to the number of horizontal segments crossing the vertical line below \( p \), and similarly, \( d_L(q) - d_R(q) \) corresponds to the horizontal segments crossing the vertical line below \( q \). Therefore, the number of horizontal segments crossing \( s \) is given by \( (d_L(p) - d_R(p)) - (d_L(q) - d_R(q)) \).

Hence, we can find, for each vertical segment, the number of horizontal segments that cross it, in \( O(1) \) sequential time, once all the values of \( d_L \) and \( d_R \) have been computed. It follows that the problem of determining, for each vertical segment, the number of horizontal segments that cross it can be solved in \( O(\log n) \) time, using \( O(n \log n) \) operations.

In a similar fashion, we can find, for each horizontal segment, the number of vertical segments that cross it; therefore, the proof of the theorem follows.

**Example 6.16:**

Figure 6.18 shows two vertical segments \( pq \) and \( p'q' \) and six horizontal segments \( s_i = r_{i1}r_{i2} \), where \( 1 \leq i \leq 6 \). Clearly, \( U_L = \{ r_{i1} \mid 1 \leq i \leq 6 \} \), \( U_R = \{ r_{i2} \mid 1 \leq i \leq 6 \} \), and \( V = \{ p, q, p', q' \} \). The solution of the dominance-counting problem relative to \( U_L \) and \( V \) gives \( d_L(p) = 3 \), \( d_L(p') = 5 \), \( d_R(q) = 2 \), and \( d_R(q') = 1 \). Now \( d_L(p) - d_R(p) = d_L(q) - d_R(q) = 2 \), and precisely two horizontal segments cross \( pq \). Similarly, \( (d_L(p') - d_R(p')) - (d_L(q') - d_R(q')) = 3 \).

**6.6 Summary**

In this chapter, we have touched on a few fundamental problems in planar computational geometry. The divide-and-conquer strategy has been shown to yield efficient parallel algorithms for all the problems considered. The effective pipelining of the merging operations created by the divide-and-conquer strategy was critical in achieving the \( O(\log n) \) time performance in all the algorithms except the convex-hull algorithm. The pipelined divide-and-conquer used in conjunction with the plane-sweep tree or augmented with labeling functions provides a powerful parallel technique for computational geometry. All the parallel algorithms described in this chapter run on the CREW PRAM in \( O(\log n) \) time, using \( O(n \log n) \) operations.

Table 6.1 provides a summary of the algorithms described in this chapter.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Section</th>
<th>Time</th>
<th>Work</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Common Tangent</td>
<td>6.1.3</td>
<td>$O(1)$</td>
<td>$O(n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Convex Hull</td>
<td>6.1.4</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Intersections of Half-Planes</td>
<td>6.2.1</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>and</td>
<td>6.2.2</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Two-Variable Linear Programming</td>
<td>6.2.3</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Construction of Plane-Sweep Tree</td>
<td>6.3.1</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Lower Envelope</td>
<td>6.4.2</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Dominance Counting</td>
<td>6.5.1</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Number of Points Inside a Rectangle</td>
<td>6.5.2</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Number of Horizontal Segments</td>
<td>6.5.2</td>
<td>$O(\log n)$</td>
<td>$O(n \log n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Intersecting Each Vertical Segment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Exercises

6.1. Show how to modify appropriately the algorithm for finding the convex hull of a set of points (Algorithm 6.1), presented in Section 6.1, in the case where some points may have the same $x$ or $y$ coordinate.

6.2. Show that Algorithm 6.1 can be modified to run in $O\left(\frac{\log x \log y}{\log p}\right)$ time, where $p$ is the number of processors available. What are the corresponding running time and total number of operations when $p = \sqrt{n}$? Does your answer indicate that we can specify the upper hull of $S_1 \cup S_2$ using $O(n)$ operations? Explain your response.

6.3. Given a set $S$ of $n$ points in the plane, develop a parallel algorithm to compute the area of the convex hull of $S$. Your algorithm should run in $O(\log n)$ time, using a total of $O(n \log n)$ operations.

6.4. Given a simple polygon $P$ (not necessarily convex) with $n$ vertices and a point $p$ in the plane, develop an $O(\log n)$ time algorithm to determine whether or not $p$ is internal to $P$. Your algorithm should use a linear number of operations. *Hint*: Draw a horizontal line through $p$.

6.5. Let $P$ be a convex polygon with $n$ vertices given in a clockwise cyclic ordering, and let $Q$ be a set of $m$ points external to $P$. You are to determine the convex hull of the set of points $P \cup Q$.

- a. Prove that, if $m = 1$, then the convex hull can be determined in $O(\log n)$ sequential time.
- b. Develop an $O(\log n)$ time parallel algorithm for the general case. What is the total number of operations used? Assume that the convex hull of $Q$ does not intersect $P$.

6.6. Given a convex polygon $P$ with $n$ vertices listed in a clockwise cyclic ordering, develop an algorithm to find the diameter of $P$—that is, the maximum distance between any two of $P$'s vertices. Your algorithm should run in $O(\log n)$ time on the CREW PRAM, using a linear number of operations. *Hint*: A pair of vertices that have parallel supporting (tangent) lines is called antipodal. You need to consider only the $O(n)$ antipodal pairs. Consider the list $A$ of edge angles and the list $B$ when the angles are rotated 180 degrees. Neighbors in the merged list correspond to antipodal pairs.

6.7. Given a set $S$ of $n$ points in the plane, consider the problem of determining a pair of points of $S$ that are farthest apart.

- a. Show that the diameter of the convex hull of $S$ is equal to the maximum distance between any two points of $S$.
- b. Develop an $O(\log n)$ time algorithm to identify a pair of points in $S$, the members of which are farthest apart. What is the total number of operations used? What is the PRAM model you need? *Hint*: Use your answer to Exercise 6.6.

6.8. Let $L_i : \{x \mid a_i x + b_i \leq 0\}$ be a set of half-lines, where $1 \leq i \leq n$.

- a. Show how to determine their intersections in $O(\log \log n)$ time, using a linear number of operations. Which PRAM model do you need?
- b. Show how to derive an optimal fast solution for the one-variable linear-programming problem.

6.9. Let $[y_j \mid 1 \leq j \leq n]$ be a set of intervals on the line. Develop an $O(\log n)$ time algorithm to determine whether or not any two intervals overlap. Use a total of $O(\log n)$ operations. Specify the PRAM model you need.

6.10. Consider a set of half-planes $H(L_i)$, where $1 \leq i \leq n$, and let $T$ be the transformation that maps a point $p = (a, b)$ into the line $T(p)$ defined by $y = ax + b$, and a line $L : y = ax + b$ into the point $T(L) = (-a, b)$, as in Section 6.2. Does the set $T(\cap (H(L_i)))$ constitute the convex hull of the points $(T(L_i))$? Is the set $T(\cap (H(L_i)))$ necessarily convex? Explain your answers.

6.11. Show that the problem of determining the polygonal chain defining the boundary of the intersections of a set of half-planes requires $\Omega(n \log n)$ operations. *Hint*: Suppose you wish to sort the $n$ numbers $q_1, q_2, \ldots, q_n$. Define the $n$ lines $L_i : y = 2q_i x - q_i^2$, where $1 \leq i \leq n$. Consider $\cap_{1 \leq i \leq n} H^-(L_i)$. 
6.12. Given two convex polygons \( P \) and \( Q \) whose vertices are listed in a clockwise cyclic ordering, develop an \( O(\log n) \) time algorithm to specify the convex region formed by the intersection of \( P \) and \( Q \). Your algorithm must use a linear number of operations. Hint: Draw a vertical line through each vertex, and consider each slab formed by two successive vertical lines.

6.13. Solve Exercise 6.5 for the case where \( Q \) is an arbitrary set of \( m \) points. Use the algorithm developed in Exercise 6.12.

6.14. Let \( P = (p_1, p_2, \ldots, p_n) \) and \( Q = (q_1, q_2, \ldots, q_n) \) be two convex polygons, and let \( d_n(P, Q) \) be the minimum distance between a boundary point of \( P \) and a boundary point of \( Q \). Show that computing \( d_n(P, Q) \) is at least as difficult as computing the OR function of \( n \) variables. Hint: Let \( P \) be a regular convex \( n \)-gon, and let \( v = x_1 + x_2 + \cdots + x_n \) be the OR function. With each \( x_i \), associate a vertex \( q_i \) of \( Q \) such that \( q_i \) is slightly above the middle point of the \( i \)th segment of \( P \) if \( x_i = 1 \); otherwise, \( q_i \) is slightly below the middle point.

6.15. Let \( P \) be a convex polygon whose \( n \) vertices are given in a counterclockwise cyclic ordering, and let \( q \) be a point external to \( P \). Develop an algorithm to determine the point \( p \) in \( P \) such that the Euclidean distance between \( p \) and \( q \) is minimum. Your algorithm should run in \( O(\log n) \) time on the CREW PRAM, using \( 1 < p < n \) processors.

6.16. Given a set \( S \) of \( n \) points and a point \( p \notin S \) in the plane, define the \textbf{Voronoï polygon} \( V(p) \) associated with \( p \) to be the locus of points in the plane that are closer to \( p \) than they are to any point in \( S \). See Fig. 6.19 for an example.

   a. Show that \( V(p) \) is the intersection of \( n \) half-planes.
   b. Deduce an \( O(\log n) \) time algorithm to identify the boundary of \( V(p) \).

6.17. Let \( P = (v_0, \ldots, v_{n-1}) \) be a convex polygon whose vertices are given in a counterclockwise cyclic ordering. The all-nearest-neighbors problem is to find, for each vertex \( v_i \), a vertex \( v_j \) (\( i \neq j \)) such that the Euclidean distance between \( v_i \) and \( v_j \) is minimal. The polygon \( P \) has the \textbf{semicircle property} if (1) the two farthest vertices of \( P \) are the endpoints—say, \( v_i \) and \( v_{i+1} \)—of an edge of \( P \), and (2) all the vertices of \( P \) lie inside a circle with diameter \( d(v_i, v_{i+1}) \), the distance between \( v_i \) and \( v_{i+1} \).

   a. Show that, if \( P \) has the semicircle property, then \( j(i) = i - 1 \) or \( i + 1 \) for any vertex \( v_i \) of \( P \).
   b. Show how to decompose \( P \) into four convex subpolygons, each with the semicircle property.
   c. Develop an \( O(\log \log n) \) time algorithm to solve the all-nearest-neighbors problem for an arbitrary convex polygon \( P \). Your algorithm should use a linear number of operations. Hint: Use the optimal \( O(\log \log n) \) time merging algorithm found in Section 6.2.3.

6.18. Let \( S = \{p_1, p_2, \ldots, p_n\} \) be a set of points such that \( x(p_1) < x(p_2) < \cdots < x(p_n) \), where \( n \) is a power of 2. You wish to find two points \( p_i \) and \( p_j \) such that the Euclidean distance \( d(p_i, p_j) \) is minimum. Let \( S_1 = \{p_1, \ldots, p_n\} \), and \( S_2 = \{p_{n+1}, \ldots, p_2n\} \), and let \( \delta_1 \) (respectively \( \delta_2 \)) be the minimum distance between any pair of points in \( S_1 \) (respectively \( S_2 \)). Set \( \delta = \min(\delta_1, \delta_2) \).

   a. Show that the number of points in \( S_2 \) that are within distance \( \delta \) of a point \( p_i \in S_1 \) is at most 6.
   b. Develop a parallel algorithm to determine the closest pairs, based on a divide-and-conquer strategy. What is the running time of your algorithm? Your algorithm should use \( O(n \log n) \) operations.

6.19. Let \( S_1 \) and \( S_2 \) be two sets of points in the plane. Consider the problem of finding a line \( L \) separating \( S_1 \) and \( S_2 \) whenever possible; for example, all the points of \( S_1 \) appear below \( L \), and all the points of \( S_2 \) above \( L \). Show how to solve this problem in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations, where \( n = |S_1| + |S_2| \). Hint: You may want to reformulate this problem as a linear program.
6.20. Let \( f(x) = \max_{1 \leq i \leq n} a_i x + b_i \), for a given set of coefficients \( \{a_i, b_i\} \), where \( 1 \leq i \leq n \). Note that \( f(x) \) is continuous, is convex, and is made up of pieces that are line segments. Consider the problem of computing a point \( x_0 \) on the real line such that \( f(x_0) \) is minimum.

a. Develop an \( O(\log n) \) time algorithm to solve this problem. The total number of operations should be \( O(n \log n) \).

b. Can you develop a polylogarithmic-time algorithm that uses \( O(n) \) operations? Explain your answer. *Hint: Pair up lines and find their intersections. Identify the median of the intersection abscissae, and remove a constant fraction of the lines.*

6.21. Use the algorithm of Exercise 6.20(b) to develop a polylogarithmic-time algorithm for solving the two-variable linear-programming problem, using \( O(n) \) operations.

6.22. Let \( \mathcal{F} = \{f_1, f_2, \ldots, f_n\} \) be a set of continuous real functions defined on an interval \( I \subseteq \mathbb{R} \), the field of real numbers. Assume that, for \( i \neq j \), the functions \( f_i \) and \( f_j \) intersect at at most a constant number \( s \) of points on \( I \) (you may want to view each \( f_i \) as a polynomial of degree \( \leq s \)). The lower envelope of \( \mathcal{F} \) is the function \( g(x) = \min_{f_i} \{f_i(x)\} \), for \( x \in I \). The function \( g(x) \) defines a continuous curve in the plane made up of pieces \( f_{i_1}, f_{i_2}, \ldots, f_{i_m} \), where each \( f_{i_k} \in \mathcal{F} \) achieves the minimum over some interval \( I_k \). If the intervals are sorted from left to right, the sequence of functions forms an \( (n, s) \) Davenport–Schinzel sequence.

Let \( m(n, s) \) denote the number of maximum pieces. Then, it is known that \( m(n, s) < c(s) \log^* n \). Moreover, \( m(\frac{3}{2}, s) < \frac{1}{2} m(n, s) \). Using a divide-and-conquer strategy, develop an algorithm to compute the lower envelope of \( \mathcal{F} \). Assume that each \( f_i \) can be described in \( O(1) \) space and can be computed in \( O(1) \) sequential time at any given point, and that the output is an array \( E \) of size \( m \), where \( E(k) = (x_k, y_k) \) if \( y_k \) is the lower envelope of the pieces \( f_{i_1}, f_{i_2}, \ldots, f_{i_{m(k)}} \). Your algorithm should run in \( O(n \log^2 n) \) time, using \( O(n \log n) \) operations.

6.23. Suppose that you are given an array \( A \) of length \( n \) with some of its elements marked, and you want to compute the prefix sums of each subarray consisting of the elements of \( A \) between two consecutive marked elements (the marked elements themselves are assigned arbitrarily to the subarrays). Show how to perform this task in \( O(n \log n) \) time, using a total of \( O(n) \) operations.

6.24. Show how to construct the plane-sweep tree \( T \) of a set of \( n \) nonintersecting horizontal segments such that the array \( \text{rank}(H(v) : H(v)) \) will be available at each node \( v \). Your algorithm should run in \( O(n \log n) \) time, using \( O(n \log n) \) operations. Do not use the optimal merging algorithm found in Section 4.2.3.

6.25. Let \( S = \{s_1, \ldots, s_n\} \) be a set of nonintersecting horizontal segments. Consider the problem of constructing the plane-sweep tree \( T \) of \( S \) with the following additional list \( B(v) \) stored at each node \( v \) in sorted order of the \( y \) values:

\[
B(v) = \left\{ s_i \mid s_i \text{ has both endpoints in } \bigcap_{i=1}^{n} \right\}
\]

Moreover, if the children of \( v \) are \( u \) and \( w \), then the arrays \( \text{rank}(H(v) : B(u)), \text{rank}(H(v) : B(w)), \text{rank}(B(u) : H(v)), \text{and rank}(B(w) : H(v)) \) should also be computed. Show how to construct \( T \) with the additional information in \( O(n \log n) \) time, using a total of \( O(n \log n) \) operations.

6.26. Let \( S \) be a set of nonintersecting segments in the plane such that no two endpoints have the same \( x \) coordinate. Consider the problem of constructing the plane-sweep tree \( T \) as introduced in Section 6.3. Note that, in this case, the segments are not necessarily horizontal. For each node \( v \) whose left and right children are \( u \) and \( w \), respectively, define \( \text{rank}(v) \) to be the set of segments with one endpoint in \( \bigcap_{u=1}^{n} \) and the other in \( \bigcap_{w=1}^{n} \) (sorted by the vertical boundary separating \( \bigcap_{u=1}^{n} \) and \( \bigcap_{w=1}^{n} \)).

a. Develop an algorithm to construct \( (v) \) for each node \( v \) starting from the initial segments. Your algorithm should run in \( O(n \log n) \) time, using \( O(n \log n) \) operations.

b. *Develop an \( O(n \log n \log^2 n) \) time algorithm to construct \( T \) and \( H(v) \), for each \( v \).* What is the total number of operations used?

6.27. *Let \( T \) be the plane-sweep tree of a set of nonintersecting segments. We would like to augment each node \( v \) of \( T \) with a list \( A(v) \) (in addition to \( H(v) \)) so that the multiplicity of a point \( p \) can be done in \( O(n \log n) \) sequential time. Show how to accomplish this goal. What are the resources required by your algorithm? *Hint: Try to propagate samples of \( H(v) \) into the nodes of the subtree rooted at \( v \).*

6.28. Assume that you have the plane-sweep tree \( T \) of a set of nonintersecting segments augmented as indicated in Exercise 6.27. Show how to compute, for each endpoint \( p \), the closest segment directly above \( p \). Your algorithm should run in \( O(n \log n) \) time, using a total of \( O(n \log n) \) operations.

6.29. A graph \( G = (V, E) \) is planar if it can be embedded in the plane without crossings. A planar graph can always be embedded in the plane such that each embedded edge is a line segment. Such a planar embedding determines what is called a planar subdivision. Figure 6.20 illustrates a planar subdivision.

Given such a planar subdivision \( S \) with \( n \) edges, consider the problem of building a data structure such that the problem of determining the face of \( S \) containing an arbitrary point \( p \) can be solved in \( O(\log n) \) sequential
time. Show how to use the augmented plane-sweep tree introduced in Exercise 6.27 to accomplish this task.

6.30. Let \( G \) be a grid of size \( m \times m \), and let \( R \) be a set of nonintersecting rectangles whose sides lie on gridline segments. For each side \( s \) of a rectangle in \( R \), you wish to find the maximal line segment \( L(s) \) in \( G \) parallel to \( s \) and at a unit distance of \( s \) such that \( L(s) \) does not intersect any rectangle in \( R \). Show how to determine all the segments \( L \) in \( O(n \log n) \) time, using a total of \( O(n \log n) \) operations, where \( n \) is the total number of rectangles in \( R \). Hint: Use the plane-sweep tree. Handle carefully the sides that are within 1 unit distance of each other.

6.31. Let \( P \) be a simple polygon with \( n \) vertices. The kernel of \( P \), denoted by \( K(P) \), is the set of points \( q \) in \( P \) such that for any point \( z \) on the boundary of \( P \), the segment \( zq \) lies entirely in \( P \). Figure 6.21 shows a polygon with its kernel marked by shading.

a. Show that \( K(P) \) is the intersection of \( n \) half-planes defined by the edges of \( P \).

b. Deduce an \( O(n \log n) \) time algorithm to compute \( K(P) \). What is the total number of operations used?

6.32. Let \( S = \{s_1, s_2, \ldots, s_k\} \) be a set of nonintersecting segments, and let \( p \) be an arbitrary point in the plane. Modify the algorithm described in Section 6.4 to determine the visibility polygon of \( p \). Your algorithm should run in \( O(n \log n) \) time, using a total of \( O(n \log n) \) operations. Hint: Start by sorting the endpoints radially around \( p \).

6.33. Let \( S \) be a set of \( n \) horizontal and vertical segments in the plane. Use the plane-sweep tree to determine, for each vertical segment, the number of horizontal segments intersecting it. What is the running time of your algorithm? Compare the performance of your algorithm with the algorithm referred to in Theorem 6.10.

6.34. Given a set of \( n \) points in the plane, develop an \( O(n \log n) \) time algorithm to identify all the maximal points with respect to the dominance relation \( > \) introduced in Section 6.5. What is the total number of operations used? What is the PRAM model used?

6.35. Let \( S = \{p_1, p_2, \ldots, p_n\} \) be a set of points in \( \mathbb{R}^3 \), where \( \mathbb{R} \) is the field of real numbers. Assume that no two points have the same \( x \), \( y \), or \( z \) coordinates. A point \( p_i \) dominates \( p_j \) if \( x(p_i) > x(p_j), y(p_i) > y(p_j), \) and \( z(p_i) > z(p_j) \). A point \( p_i \) is a maximum if it is not dominated by any other point in \( S \). Develop an \( O(n \log n) \) time algorithm to find the maxima of \( S \). Your algorithm should use \( O(n \log n) \) operations. Hint: Use a pipelined divide-and-conquer strategy.
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Strings

Many important computational problems can be formulated as a search for the occurrences of a given set of objects, called patterns, in a given subject. Specific application areas where such problems arise include text editing, computer vision, speech recognition, and molecular biology. In this chapter, we deal with strings and their exact occurrences in other strings. Powerful algorithmic tools, based on mathematical properties of strings, are well known and can be used to handle efficiently many processing tasks on strings.

Most of the algorithmic techniques for exact string matching seem to revolve around the periodic properties of strings. Such properties are introduced first, followed by the development of an optimal logarithmic-time parallel string-matching algorithm. The main paradigm used consists of pattern analysis, followed by text analysis. The output generated at the end of the pattern-analysis phase is a table containing information related to the periodic structure of the pattern. The text-analysis phase uses this table to identify all the occurrences of the pattern in the text. We also introduce a data structure, called the suffix tree, that can be used to support many string manipulations. An efficient parallel algorithm to set up such a data structure is presented, as are several of its applications.
7.1 Preliminary Facts About Strings

Let \( \Sigma \) be an alphabet consisting of a finite number of symbols. A string \( Y \) over \( \Sigma \) is a finite sequence of elements from \( \Sigma \). The length of \( Y \), denoted by \( |Y| \), is the total number of elements in the sequence defining \( Y \). If \( X \) and \( Y \) are strings, the concatenation of \( X \) and \( Y \) is the string \( XY \); that is, it is the sequence defining \( X \) followed by the sequence defining \( Y \).

In describing our algorithms on strings, we assume that a string \( Y \) is represented by an array such that \( Y(i) \) is the \( i \)-th element of \( Y \), where \( 1 \leq i \leq |Y| \).

Let \( Y \) be a string of length \( m \). For any pair of indices \( i \) and \( j \) such that \( 1 \leq i \leq j \leq m \), the subarray \( Y(i:j) \) defines a substring of \( Y \). Hence, a substring of \( Y \) is any contiguous block of characters in \( Y \). A substring defined by \( Y(1:1) \), for some \( i \) such that \( 1 \leq i \leq m \), is called a prefix of \( Y \), whereas a substring of the form \( Y(j: m) \), for some \( j \) such that \( 1 \leq j \leq m \), is called a suffix of \( Y \).

A string \( X \) occurs in \( Y \) at position \( i \) if \( X \) is equal to the substring of \( Y \) of length \( |X| \) starting at location \( i \). More formally, \( X(j) = Y(i + j - 1) \), for all indices \( j \) such that \( 1 \leq j \leq |X| \). We also say that \( X \) matches \( Y \) at position \( i \).

**EXAMPLE 7.1:**

Let \( \Sigma = \{a, b, c\} \), and let \( Y \) be the string \( Y = aabcabceca \). Then, \( X = abc \) is a substring of \( Y \) that occurs at positions 2 and 5. The prefix \( Y(1:5) \) is the substring \( aabc \), and the suffix \( Y(5:10) \) is the substring \( abceca \).

**7.1.1 PERIODICITIES IN STRINGS**

The periodic properties of strings provide the basis for certain algorithmic tools for the efficient manipulation of strings. In this section, we introduce the notion of the period of a string, and we study a few related properties.

Let \( Y \) be a string of length \( m \). A substring \( X \) of a string \( Y \) will be called a period of \( Y \) if \( Y = X^kX' \), where \( X' \) is the string consisting of \( X \) concatenated with itself \( k \) times, \( k \) being a positive integer, and \( X' \) is a prefix of \( X \). Hence, \( Y \) consists of several consecutive copies of \( X \), followed by a prefix of \( X \). It is easy to check that \( X \) is a period of \( Y \) if and only if \( Y \) is a prefix of \( XY \).

The definition of a period has the following important implication. Suppose a copy of \( Y \) is placed above \( Y \) but is shifted \( i \) positions from the left end of \( Y \), for some \( i \) such that \( 1 \leq i \leq m - 1 \) (see Fig. 7.1). Then, if the overlapping portions are identical, \( Y \) has a period consisting of the prefix \( Y(1:i) \). In other words, if, for some \( i \), the two substrings \( Y(i+1:m) \) and \( Y(1:m-i) \) are equal, then \( Y(1:i) \) is a period of \( Y \). Note that \( Y \) is always a period of itself.

**EXAMPLE 7.2:**

Let \( Y = abababa \). Then, the prefix \( U = abab \) is a period of \( Y \), since \( Y = U^2a \). String \( Y \) also has the following periods: \( ab, ababab, abababa \).

**The period** of a string \( Y \) is the shortest period of \( Y \). Let \( p \) be the length (also called size) of the period of \( Y \). We will also refer to \( p \) as the period of \( Y \). Hence, \( p \) is the smallest integer between 1 and \( m \) such that \( Y(i) = Y(i + p) \), for all \( i \) satisfying \( 1 \leq i \leq m - p \).

The string \( Y \) is called periodic if its period \( p \) satisfies \( p \leq m/2 \).

**EXAMPLE 7.3:**

Consider the following two strings: \( Y = abcabcab \) and \( Z = abcabab \). String \( Y \) is not periodic, since its shortest period is \( abcabc \); string \( Z \) is periodic, and has the period \( p = 3 \).

An important fact about the periods of a string is stated in the next lemma. Before giving the lemma we review a simple version of Euclid's algorithm for computing the greatest common divisor \( \delta \) of two positive integers \( p \) and \( q \).

**Remark 7.1:** To compute the greatest common divisor \( \delta \) of \( p \) and \( q \), we set \( \delta = p = q \) if \( p = q \). Otherwise, we assume without loss of generality that \( p > q \). Then, it is easy to verify that \( \delta = \gcd(p - q, q) \). Therefore, computing \( \delta \) is now reduced to finding the greatest common divisor of the two integers \( p' = p - q \) and \( q' = q \). Clearly, \( p' + q' < p + q \). Hence, the process can be continued until the two remaining integers are equal. We then set \( \delta \) to their common value.

**Lemma 7.1 (Periodicity Lemma):** If a string \( Y \) has two periods of sizes \( p \) and \( q \), and \( |Y| = p + q \), then \( Y \) has a period of size \( \gcd(p, q) \), where \( \gcd(p, q) \) is the greatest common divisor of \( p \) and \( q \).
Proof of Lemma 7.1: If \( p = q \), the proof follows trivially. Let \( p > q \) and let \( |Y| = m \).

Claim: \( Y \) has a period of size \( p - q \).

Proof of Claim: Since \( Y \) has a period of size \( p \), we have that \( Y(i) = Y(i + p) \) for \( 1 \leq i \leq m - p \). This fact implies \( Y(i - q) = Y(i + p - q) \), for \( q + 1 \leq i \leq m - (p - q) \). But \( Y \) also has a period of size \( q \). Hence, \( Y(i) = Y(i - q) = Y(i + p - q) \), for \( q + 1 \leq i \leq m - (p - q) \). On the other hand, \( Y(i) = Y(i + p) = Y(i + p - q) \), for \( 1 \leq i \leq q \). Note that we have used here the fact that \( m \geq p + q \). Hence, \( Y(i) = Y(i + p - q) \), for \( 1 \leq i \leq m - (p - q) \), and \( Y \) has a period of size \( p - q \).

The rest of the proof follows from Euclid's algorithm for computing the gcd of \( p \) and \( q \) (Remark 7.1).

Corollary 7.1: Let \( p \) be the period of string \( Y \) of length \( m \). If \( Y \) has any period of size \( q \) such that \( q \leq m - p \), then \( q \) is a multiple of \( p \).

Remark 7.2: Corollary 7.1 applies if \( p + q \leq m \). On the other hand, we should emphasize that \( Y \) may have a period \( q \) greater than \( m - p \) that is not a multiple of \( p \). The string \( Y = aabcabacaa \) of period \( p = 4 \) has also a period of size \( 9 \).

The following lemma is crucial to the parallel string-matching algorithm presented in the next section.

Lemma 7.2: Let \( Y \) be a string of length \( m \) whose period is \( p \), and let \( Z \) be an arbitrary string of length \( n \geq m \). Then, the following two statements hold.

1. If \( Y \) occurs in \( Z \) at positions \( i \) and \( j \), then \( |i - j| \geq p \).
2. If \( Y \) occurs in \( Z \) at positions \( i \) and \( i + d \), where \( d \leq m - p \), then \( d \) must be a multiple of \( p \). If \( 0 < d \leq \frac{m}{2} \), then \( Y \) must also occur at positions \( i + kp \), where \( k \) is an integer such that \( kp \leq d \).

Proof: Suppose that \( Y \) occurs in \( Z \) at positions \( i \) and \( j \)—say, \( i < j \leq i + m \). Then, \( Y(1: j - i) \) is a period of \( Y \). Hence, \( j - i \geq p \), where \( p \) is the period of \( Y \). This result establishes the first statement of the lemma.

Concerning the second statement, note that, if \( Y \) occurs at positions \( i \) and \( i + d \), then \( Y(1: d) \) is a period of \( Y \), and hence \( d \) must be a multiple of \( p \), since \( d \leq m - p \) (by Corollary 7.1). If \( 1 \leq d \leq \frac{m}{2} \), then clearly \( Y \) is periodic and \( Y \) will appear in all positions \( i + kp \) such that \( kp \leq d \), where \( k \) is an integer.

Corollary 7.2: Let \( Y \) be a string whose period is \( p \), and let \( Z \) be an arbitrary string of length \( n \). Then, \( Y \) can occur in \( Z \) at most \( np \) times.

7.1.2 THE WITNESS ARRAY

We now introduce a function on strings that will play a fundamental role in our parallel string-matching algorithm.

Let \( Y \) be a string of length \( m \) and period \( p \). Let \( \pi(Y) = \min \{ p, \frac{m}{p} \} \). That is to say, \( \pi(Y) \) is equal to the period \( p \) if \( Y \) is periodic; otherwise, \( \pi(Y) \) is equal to \( \frac{m}{p} \). A witness function \( \Phi_{w} \) is defined as follows: (1) \( \Phi_{w}(1) = 0 \), and, (2) for \( i \) between \( 2 \) and \( \pi(Y) \), \( \Phi_{w}(i) = k \), where \( k \) is some index for which \( Y(k) \neq Y(i + k - 1) \).

Intuitively, imagine that a copy of \( Y \) is placed on top of \( Y \) such that the first and the \( i \)th positions are aligned. Then, the overlapping portions of the two copies cannot be identical, because otherwise \( Y(1: i - 1) \) would be a period of \( Y \) (recall that \( i \leq \pi(Y) \leq p \), the period of \( Y \)). Hence, there exists at least one position for which the corresponding symbols are different. The index \( k \) is one such position.

A witness function will be represented by an array \( \text{WITNESS}(1:r) \) in the obvious way, where \( r = \pi(Y) \).

Example 7.4:

Consider the two strings \( Y = abcaabacab \) and \( Z = abcabacab \), introduced in Example 7.3. The following are two possible \( \text{WITNESS} \) arrays corresponding to \( Y \) and \( Z \):

\[
Y : \text{WITNESS} = (0, 3, 2, 2, 5) \\
Z : \text{WITNESS} = (0, 3, 2)
\]

Given a string \( Z \) of length \( n \geq m \), consider the problem of determining all the positions where the string \( Y \) can occur in \( Z \). The array \( \text{WITNESS} \) corresponding to \( Y \) provides a powerful tool to disqualify many positions of \( Z \) as possible candidates for a matching.

Let \( i \) and \( j \) be two arbitrary positions of \( Z \) such that \( |i - j| < \pi(Y) \). We know, from Lemma 7.2, that \( Y \) cannot occur at positions \( i \) and \( j \) simultaneously. Let us place two copies of \( Y \) on top of \( Z \), one starting at position \( i \), the other starting at position \( j \) (see Fig. 7.2). Then, \( \text{WITNESS}(j - i + 1) \) provides a position at which the two copies of \( Y \) differ. Hence, a simple test comparing the symbols at these locations and the symbol at the corresponding location of \( Z \) will eliminate at least one of the positions \( i \) and \( j \) for a possible occurrence of \( Y \) in \( Z \).
The algorithm is given more formally next.

**ALGORITHM 7.1**

(Duel(i, j))

**Input:** (1) A string Z of length n; (2) a WITNESS array of another string Y of length m ≤ n; and (3) two indices i and j, where 1 ≤ i < j ≤ n − m, such that j − i < π(Y) = min(p, \(\lceil m/p \rceil\)) and p is the period of Y.

**Output:** One of i or j; string Y cannot occur in Z at the eliminated position.

```
begin
  1. Set k = WITNESS(j − i + 1)
  2. If Z(j + k − 1) ≠ Y(k) then return(i)
     else return(j)
end
```

**EXAMPLE 7.5:**

Let Y = abacabab with the following WITNESS array: WITNESS = (0, 3, 2), and let Z = abacababaa. Consider the two positions i = 5 and j = 7 of Z. Since WITNESS(7 − 5 + 1) = 2, the duel algorithm checks Y(2) = b against Z(8) = a. Since Y(2) ≠ Z(8), the index i = 5 is returned.

**Lemma 7.3:** Let Y and Z be two given strings, and let i < j be two distinct indices of Z such that j − i < π(Y). Then, no matching of Y in Z can occur at the position eliminated by duel(i, j). Moreover, this procedure takes O(1) sequential time.

**Proof:** Since 2 ≤ j − i + 1 ≤ p, we have that WITNESS(j − i + 1) = k ≠ 0. This fact implies that Y(k) ≠ Y(k + j − i). Consider location j + k − 1 of Z. We cannot simultaneously have the two equalities Z(j + k − 1) = Y(k) and Z(j + k − 1) = Y(k + j − i) (see Fig. 7.2). Clearly, if Y(k) ≠ Z(j + k − 1), then Y cannot occur at location j in Z. Hence, index i is returned. If Z(j + k − 1) = Y(k), then j is returned, since Z(j + k − 1) ≠ Y(k + j − i), and hence Y cannot occur at location i of Z. In either case, no matching occurs at the eliminated index. Note that the index returned does not necessarily represent a matching at that location.

The duel algorithm can be implemented trivially in O(1) sequential time; hence, the lemma follows.

### 7.1.3 THE PERIODS OF THE PREFIXES

In this section, we address the following string problem. Let Z and Y be strings of lengths n and m, respectively, such that n ≥ m. Let i be an arbitrary position of Z such that Y does not occur in Z at position i, where 1 ≤ i ≤ n − m + 1. Let j be the smallest index such that Y(j) ≠ Z(i + j − 1). Such an index j always exists because Y does not occur in Z at position i (see Fig. 7.3). Our problem is to determine the closest next position (after i) that should be considered for the possible occurrence of Y in Z.

At first thought, it may seem that the location i + 1 is the next possible candidate position. However, based on the information we have, it may be possible to eliminate many of the consecutive positions i + 1, i + 2, ..., n − m + 1 from consideration. We next justify this statement more rigorously.

Assume that the index j is greater than 1. Then, we know that the two substrings Y(1 : j − 1) and Z(i : i + j − 2) are identical, since j is the smallest index such that Y(j) ≠ Z(i + j − 1) (see Fig. 7.3). Hence, the substring Y(1 : j − 1) has occurred at location i in Z. By Lemma 7.2, the next possible occurrence of Y(1 : j − 1) in Z is at location i + D(j), where D(j) is the period of Y(1 : j − 1). It follows that Y cannot occur in Z at any of the locations i + 1, i + 2, ..., i + D(j) − 1. Therefore, the next possible location of Z where Y can possibly occur is i + D(j).

The case when j = 1 provides no useful information; hence, the next candidate position is i + 1, which can be expressed as i + D(j) as in the case where j > 1.

**EXAMPLE 7.6:**

Consider the strings Y = abacabab and Z = abacababaa. Let us try to match Y at location i = 1 of Z. Location 5 is the first position of a mismatch; hence, j = 5. The period of the prefix Y(1 : 4) = abca is equal to 3; thus, D(5) = 3.
FIGURE 7.3
Determination of the next closest position where $Y$ can possibly occur in $Z$. The index $j$ is the smallest index such that $Y(j) \neq Z(i + j - 1)$; hence the two substrings $Y(1 : j - 1)$ (lower copy) and $Z(i : i + j - 2)$ are identical (hatched portions). Let $D(j)$ be the period of the substring $Y(1 : j - 1)$. The next possible location where $Y(1 : j - 1)$ can occur is $i + D(j)$; therefore, this location is the next location that should be considered for a possible occurrence of $Y$ in $Z$.

This result implies that the next possible occurrence of $Y$ in $Z$ is at location $i + D(j) = 4$; hence, there is no need to consider positions 2 and 3 for a possible match. □

The function $D$ introduced previously plays a fundamental role in the linear-time sequential algorithm for string matching described in Section 7.3.4.

7.2 String Matching

Given a text string and a pattern string, the string-matching problem is to find all the occurrences of the pattern in the string. More precisely, let the text and the pattern be represented by the arrays $T(1 : n)$ and $P(1 : m)$, respectively, such that $n \geq m$. We wish to determine a Boolean array $MATCH$ such that, for each $1 \leq i \leq n - m + 1$, $MATCH(i) = 1$ if and only if $P(1 : m)$ occurs in $T$ at position $i$; that is, $P(j) = T(i + j - 1)$, for $1 \leq j \leq m$.

String matching is a fundamental problem in text editing. There are two classic $O(n + m)$ sequential algorithms for string matching: the Knuth–Morris–Pratt (KMP) algorithm, and the Boyer–Moore (BM) algorithm. A simple version of the KMP algorithm will be briefly outlined in Section 7.3.4. The reader can consult the references cited at the end of this chapter for more details concerning these two algorithms and several extensions. The techniques used in these two algorithms do not lead to an efficient parallel approach for string matching. In Sections 7.3 and 7.4, we develop different techniques that will yield an $O(\log m)$ time parallel string-matching algorithm using $O(n + m)$ operations.

There is a well-known paradigm to handle various pattern-matching problems. It consists of the following two main steps:

1. **Pattern analysis**: This step involves the processing of the pattern only. Some information regarding the structure of the pattern is extracted, and is stored in one or more tables.

2. **Text analysis**: This phase involves the processing of the text using the pattern and the information generated during the pattern-analysis phase.

Our method for handling the string-matching problem will also follow this paradigm. The pattern-analysis phase will consist of generating the array $WITNESS$, as introduced in the previous section; the second phase will generate the output array $MATCH$ efficiently, by using the array $WITNESS$. We start by describing the latter phase.

7.3 Text Analysis

Our input to the text-analysis phase consists of the text array $T(1 : n)$, the pattern array $P(1 : m)$, and the $WITNESS$ array of the pattern $WITNESS(1 : r)$, where $r = \pi(p) = \min\{p, \lceil r/2 \rceil\}$ and $p$ is the period of the pattern $P$. Recall that $WITNESS(i) = k$ implies that $P(k) \neq P(i + k - 1)$, for $2 \leq i \leq r$ and $1 \leq k \leq m - i + 1$. We shall describe the algorithm to find all the occurrences of the pattern $P$ in the text $T$.

The brute-force algorithm would try to match $P(1 : m)$ against $T(i : i + m - 1)$ for each position $i$, where $1 \leq i \leq n - m + 1$. Clearly, $O(m)$ operations are required for each such position, leading to an algorithm that uses a total of $O(nm)$ operations. This algorithm can be implemented in $O(1)$ time on the common CREW PRAM, since the $m$ comparisons required for each position $i$ can be done concurrently in one parallel step, and the value $MATCH(i)$ is nothing but the Boolean AND of the $m$ outcomes.

In spite of its speed, the brute-force algorithm requires an excessive number of operations compared with the linear number of operations used by several of the known sequential algorithms. We develop an alternative strategy that reduces the total number of operations to $O(n)$. 
7.3.1 THE NONPERIODIC CASE

We start by considering the case when $P$ is nonperiodic. The corresponding WITNESS array is of size $\frac{r}{2} \times 1$. In addition, we know from Lemma 7.2 that, given any segment of the text $T$ of length $\leq \frac{r}{2}$, $P$ can occur at most once in that segment. This observation suggests the following approach.

Decompose $T$ into blocks $T_i$, each $T_i$ consisting of $\frac{r}{2} - 1$ consecutive characters. Each such block can contain at most one position where a matching can occur. Suppose that we have eliminated all but one possible match point in each $T_i$. Then, the brute-force algorithm can be applied to all the possible match points concurrently in $O(1)$ time, using a total of $O(\frac{r}{2} \times m) = O(n)$ operations. We now proceed to show how to disqualify all the positions but one, in each block $T_i$.

Initially, all the positions of a block $T_i$ are potential candidates. Let $j$ and $k$ be two arbitrary such positions. The function $dual(j, k)$ introduced in Algorithm 7.1 will eliminate one of the positions $j$ and $k$ in $O(1)$ sequential time using the array WITNESS. Therefore, the $dual$ function can be used to eliminate all but one position as follows. We construct a balanced binary tree on the elements of $T_i$, such that the value stored at each leaf is the index of the corresponding element, and the value stored at an internal node $v$ is the value returned when the $dual$ function is applied to the values stored in the children nodes. The index stored at the root is the only possible candidate for a matching. This process takes $O(\log m)$ time, using $O(m)$ operations.

Our text-analysis algorithm for the case when the pattern in nonperiodic is stated more formally next.

**ALGORITHM 7.2**

(Text Analysis, Nonperiodic Pattern)

**Input:** Three arrays $T(1 : n)$, $P(1 : m)$, and WITNESS$(1 : \frac{m}{2})$ corresponding to a text, a pattern and a witness function of the pattern, respectively. It is assumed that $P$ is nonperiodic, and $m$ is even.

**Output:** The array MATCH, indicating all the positions where the pattern occurs in the text.

**begin**

1. Partition $T$ into $\frac{r}{2} - 1$ blocks $T_i$, each block containing no more than $\frac{r}{2}$ consecutive characters.
2. For each block $T_i$, eliminate all but one position as a possible candidate for a matching by using a balanced binary tree, where each internal node $u$ contains the index returned by the function $dual(i, j)$, and $i$ and $j$ are the indices stored in the children of $u$.
3. For each candidate position, verify whether $P$ occurs at that position in $T$ by using the brute-force algorithm.

**end**

**EXAMPLE 7.7:**

Let $T = babababaaba$ and $P = abaab$. Clearly, $P$ is nonperiodic and $\pi(P) = \frac{r(2)}{5} = 3$. Suppose we are given the array $\text{WITNESS} = (0, 1, 2)$. Algorithm 7.2 starts by decomposing $T$ into four blocks, each block containing three consecutive characters. Let $T_1 = bab, T_2 = aab, T_3 = aba$, and $T_4 = aba$. All these blocks are then handled concurrently. After the first round of duels, we obtain $dual(1, 2) = 2, duel(4, 5) = 5, duel(7, 8) = 7$ and $dual(10, 11) = 10$. The outcomes of these duels are based on $\text{WITNESS}(2) = 1$. After the second round of duels, we get $dual(2, 3) = 2, duel(5, 6) = 5, duel(7, 9) = 7$ and $dual(10, 12) = 10$. Note that the outcomes of $dual(7, 9)$ and $dual(10, 12)$ are based on $\text{WITNESS}(3) = 2$ (a comparison between $P(2) = b$ and the non-existent character $T(13)$ is assumed to yield a true value to the inequality $P(2) \neq T(13)$). Therefore we are left with the potential candidates 2, 5, 7 and 10—one per block. We can easily check that $P$ occurs at locations 2 and 7.

We now state the following lemma concerning Algorithm 7.2, whose proof is left to Exercise 7.8.

**Lemma 7.4:** Algorithm 7.2 correctly identifies all the positions where the nonperiodic pattern can occur in the text. It can be implemented to run in $O(\log m)$ time, using $O(n)$ operations.

**PRAM Model:** Since the information stored in the WITNESS array will be used for all the blocks $T_i$, a concurrent-read capability is required by Algorithm 7.2. No concurrent write is used. Hence, Algorithm 7.2 runs on the CREW PRAM model.

**Remark 7.3:** We developed, in Section 2.6, an optimal $O(\log \log n)$ time algorithm to compute the maximum of $n$ numbers. It turns out that the $dual$ function behaves like the maximum function, thereby allowing us to use the strategy of Section 2.6 for designing an $O(\log \log m)$ time optimal algorithm to eliminate all but one candidate in each block of size $m/2$. However, the resulting algorithm will require the common CRCW PRAM. The details are left to Exercise 7.9.

7.3.2 THE PERIODIC CASE

We now consider the case when the pattern is periodic—say, $P(1 : m) = u^k v$, where $v$ is a proper prefix of $u$ (which could be empty) and $|u| = p$ is the period of $P$. Our WITNESS array is then of length $p$. 
Consider the prefix $P(1:2p-1)$ as a new pattern whose occurrences in $T$ are to be found. We can easily adjust the array $\text{WITNESS}$ so that it corresponds to $P(1:2p-1)$ by using the following lemma.

**Lemma 7.5:** Given a pattern $P(1:m)$ that has period $p < m/2$, the array $\text{WITNESS}(1:p)$ can be assumed to satisfy $\text{WITNESS}(j) \leq p$, for any index $j$.

**Proof:** Let $k = \text{WITNESS}(j)$. Define $k' = k \mod p$, if $k$ is not a multiple of $p$; otherwise, define $k' = p$. Since $P(1:m)$ is periodic of period $p$, $P(k) = P(k')$ and $P(k + k - 1) = P(j + k' - 1)$. Hence, we can set $\text{WITNESS}(j) = k' \leq p$. \qed

Since $P(1:2p-1)$ is nonperiodic, we can use Algorithm 7.2 to determine all the occurrences of $P(1:2p-1)$ in the text $T$ in $O(\log p)$ time using $O(n)$ operations. As a result, we know each position $i$ of $T$ at which $P(1:2p-1)$ occurs. Each such position $i$ can be easily checked for an occurrence of $u^kv$. Now the problem of generating MATCH($i$) comes down to checking whether $u^kv$ occurs at positions $i, i + p, \ldots, i + (k-2)p$, where $k$ is the integer defined before by $P(1:m) = u^kv$.

The text analysis for the case when the pattern is periodic is given next.

**ALGORITHM 7.3**
(Text Analysis, Periodic Case)

**Input:** Three arrays $T(1:n)$, $P(1:m)$, and $\text{WITNESS}(1:p)$ representing respectively a text, a pattern, and a WITNESS array corresponding to $P(1:2p-1)$. We also know that the pattern is periodic and has period $p$.

**Output:** The array MATCH identifying all the occurrences in the text where the pattern occurs.

**begin**

1. Use Algorithm 7.2 to determine all the occurrences of the prefix $P(1:2p-1)$ in $T$.

2. For each occurrence of $P(1:2p-1)$ in $T$—say, at position $i$—find whether $u^kv$ occurs at $i$, where $u = P(1:p), v = P(kp + 1:m)$, and $k = \text{WITNESS}(p)$. If it does, set $M(i) = 1$. For all the other positions $i$ such that $1 \leq i < n$, set $M(i) = 0$.

3. For each $i$ such that $1 \leq i \leq p$, let $S_i$ be the subarray of $M$ consisting of the bits $M(i), M(i + p), M(i + 2p), \ldots$ . For each position $l$ of $S_i$ that contains a 1, set $C(i, l) = 1$ if there are at least $k - 1$ consecutive 1's starting at this position. For all the remaining positions $l$ of $S_i$, set $C(i, l) = 0$.

4. For each $1 \leq j \leq n - m + 1$, let $j = i + lp$, where $1 \leq i \leq p$ and $l \geq 0$. Then, set MATCH($j$) = $C(i, l + 1)$.

**end**

**Example 7.8:**

Let $T = \text{babababababababababaabababababa} = (ba)(ba)^9(ab)^2$, and let $P = \text{babababa} = (ab)^3a$. Hence, the pattern $P$ has the period $ab$ of length 2. Since $P(1:3) = \text{aba}$, step 1 of Algorithm 7.3 identifies the locations 2, 4, 6, 8, 10, and 13, where $P(1:3)$ occurs in $T$. The only occurrences that can be extended to $(ab)^3a$ are in locations 2, 4, 6, and 8. Hence, the array $M$ is given by $M = (0, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0)$. During the execution of step 3, we generate the two subarrays $S_1 = (0, 0, 0, 0, 0, 0, 0, 0, 0)$ and $S_2 = (1, 1, 1, 0, 0, 0, 0, 0, 0)$. We then look for the occurrence of two consecutive 1's in each of $S_1$ and $S_2$. We therefore obtain $C(1, l) = 0$, for all values of $1 \leq l \leq 8$, and $C(2, 1) = C(2, 2) = C(2, 3) = 1$, and $C(2, l) = 0$ for $4 \leq l \leq 8$. Step 4 sets $\text{MATCH}(2) = (2, 1) = 1, \text{MATCH}(4) = (2, 2) = 1, \text{MATCH}(6) = (2, 3) = 1,$ and $\text{MATCH}(8) = 0$ otherwise. Therefore, $P$ occurs in $T$ at positions 2, 4, and 6.

**Lemma 7.6:** Algorithm 7.3 determines all the occurrences of the periodic pattern $P(1:m)$ in the text $T(1:n)$ in $O(\log m)$ time, using a total of $O(n)$ operations.

**Proof:** The correctness proof follows from the discussion before the statement of the algorithm.

The complexity bounds can be estimated as follows. By Lemma 7.4, step 1 takes $O(\log m)$ time, using a total of $O(n)$ operations. As for step 2, testing whether the occurrence of $P(1:2p-1)$ can be extended to $u^kv$ can be done in $O(\log m)$ time, using $O(p)$ operations, for each such position by the brute-force algorithm. Since $P(1:2p-1)$ can occur at most $O(\frac{p}{2})$ positions in $T$ (Corollary 7.2), the total number of operations for step 2 is $O(n)$.

Setting up the $S_i$ arrays required by step 3 can be done in $O(1)$ time, using a total of $O(n)$ operations. To compute $C(i, l)$, we do the following. We partition each $S_i$ into buckets, each bucket containing $k - 1$ consecutive bits. We compute the suffix sums of each maximal sequence of 1's within each pair of consecutive buckets. The boundary of such a maximal sequence of 1's is either a 0 or a boundary of the combined pair of consecutive buckets. We can use the segmented prefix-sums algorithm (see Exercise 2.5) to compute the suffix sums in $O(\log k) = O(\log m)$ time, using a linear number of operations. Then, $C(i, l) = 1$ if and only if the suffix sum corresponding to position $l$ in $S_i$ is greater than or equal to $k - 1$. Hence, step 3 takes $O(m)$ time, using a linear number of operations.

Step 4 is straightforward; it takes $O(1)$ time, using $O(n)$ operations. Therefore, the running time of the whole algorithm is $O(\log m)$, and the total number of operations is $O(n)$. \qed
7.3.3 COMBINING ALGORITHMS

Combining Algorithms 7.2 and 7.3 developed in Sections 7.3.1 and 7.3.2 we obtain the following theorem concerning the parallel complexity of the string-matching problem, given the WITNESS array of the pattern.

**Theorem 7.1:** Given a text $T(1:n)$, a pattern $P(1:m)$, and the WITNESS array corresponding to $P$, we can determine all the occurrences of $P$ in $T$ in $O(\log m)$ time, using a total of $O(n)$ operations. Moreover, we can do so using the CREW PRAM model.

Section 7.3.4 is devoted to a brief presentation of a classical linear-time sequential algorithm for string matching. The reader can skip that section without loss of continuity.

### 7.3.4 *THE KNUUTH-MORRIS-PRATT STRING-MATCHING ALGORITHM*

It is interesting to compare our parallel algorithm with the classic linear-time algorithms for string matching. An outline of the KMP string matching algorithm is given in this section. As in the case of the parallel algorithm, we concentrate here on the text analysis.

Let $T(1:n)$ and $P(1:m)$ be the given text and pattern. Assume that the function $D(1:m + 1)$ introduced in Section 7.1.3 is generated during the pattern-analysis phase. Recall that $D(1) = 1$, and $D(j)$ is the period of the prefix $P(1:j−1)$, for $2 \leq j \leq m + 1$. For convenience, we assume that the pattern is extended by a special character—say, $P(m + 1) = \#$—that cannot appear in the text. Hence, $P(m + 1) \neq T(i)$ for any $1 \leq i \leq n$.

Imagine placing the pattern $P$ over the text $T$ (and while keeping $T$ fixed) sliding $P$ to the right according to a certain rule to be described shortly. We will use two pointers $k$ and $j$ to the current characters $T(k)$ and $P(j)$ being matched. The algorithm maintains the following invariant.

**Invariant 7.1:** Imagine $P$ is placed over $T$ such that $P(j)$ and $T(k)$ are aligned. Then, the characters $P(1), P(2), \ldots, P(j−1)$ match the corresponding characters of the text. More formally, $P(i) = T(k−j+i)$, where $1 \leq i \leq j−1$. \hfill \Box

Initially, $k = j = 1$ and the invariant holds vacuously. Consider now an arbitrary step of the algorithm. We compare $P(j)$ and $T(k)$. Two cases might arise:

1. $P(j) = T(k)$: We then move the two pointers forward by setting $j = j + 1$ and $k = k + 1$. If $j = m + 1$, then we know that a match has been found, and we set $MATCH(k−m) = 1$. The invariant is clearly maintained in this case.

2. $P(j) \neq T(k)$: No match is possible at the current position of the pattern. Hence, with the slide the pattern to the right. We have already seen, in Section 7.1.3, that we obtain the next possible candidate position by sliding the pattern $D(j)$ places to the right. Hence, we can set $j = j−D(j)$. It is easy to verify that the invariant holds in this case as well.

In the algorithm given next, we use the failure function $F$ defined by $F(j) = j - D(j)$, where $1 \leq j \leq m + 1$.

#### ALGORITHM 7.4

**KMP String Matching**

**Input:** Three arrays $T(1:n)$, $P(1:m+1)$, and $F(1:m+1)$ representing a text, a pattern and the failure function corresponding to $P$, respectively. $P(m+1)$ is a special character that cannot appear in the text.

**Output:** The array $MATCH$ indicating all the occurrences of $P(1:m)$ in the text.

**begin**

1. Set $j = 1, k = 1$;
2. while $k - j \leq n - m$ do
   $\quad$ $T(k) = P(j): \{Set k = k + 1, j = j + 1;
   \quad$ if $j = m + 1$ then set $MATCH(k−m) = 1\}$
   $\quad$ $T(k) \neq P(j): \{Set j = F(j);
   \quad$ if $j = 0$ then set $k = k + 1, j = 1\}$

**end**

#### EXAMPLE 7.9:

Let $P = abab$ and $T = babaababaab$. The failure function corresponding to $P$ is given by $F = (0, 1, 1, 2, 3)$. Initially, $j = 1$ and $k = 1$, and we have the situation depicted in Fig. 7.4(a). Since $T(1) \neq P(1)$, we set $j = F(1) = 0$; hence, we advance the text pointer $k = 2$ and set the pattern pointer $j$ to 1. Both pointers are advanced for the next three iterations because the corresponding characters match. At this point, we are in the situation depicted in Fig. 7.4(b). Now, since $P(4) \neq T(5)$, we set $j = F(4) = 2$, which is illustrated...
in Fig. 7.4(c). Again \( P(2) \neq T(5) \); hence, the value is reset to \( j = F(2) = 1 \). Fig. 7.4(d) illustrates the current relative positions of the strings. The two pointers are then advanced for the next four positions, resulting in \( j = 5 \) and \( k = 9 \). Hence, \( MATCH(5) \) is set to 1. We next obtain \( j = F(5) = 3 \), and we continue with \( k = 9 \).
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\section*{7.4 Pattern Analysis}

The two string-matching algorithms presented in Section 7.3 made critical use of precomputed information regarding the pattern. The problem of generating this information from the input pattern is referred to as \textit{pattern analysis}. Our main goal in this section is to present parallel algorithms for computing the array \textit{WITNESS} associated with a given pattern that was used in the parallel string-matching algorithm. The computation of the failure function needed for the KMP algorithm will be outlined in Section 7.4.3.

Recall that the array \textit{WITNESS} was defined for the indices \( i \) satisfying \( 1 \leq i \leq r \), where \( r = \min \{ p, \ l_k \} \) and \( p \) is the period of the pattern. During our pattern analysis, we may compute the \textit{WITNESS} values of some indices outside this range, since the period of the pattern has not yet been determined. Clearly, \( \text{WITNESS}(i) = k \neq 0 \) implies that \( P(i + k - 1) \neq P(k) \); hence, a nonzero \textit{WITNESS}(i) provides a concrete example illustrating that the prefix \( P(1 : i - 1) \) is not a period of the pattern.

A brute-force algorithm to compute the \textit{WITNESS} array consists of (1) trying to match \( P(1 : m - i + 1) \) and \( P(i : m) \), for each \( i \) such that \( 2 \leq i \leq r_{\text{max}} \), and (2) storing the index of a mismatch, whenever there is one, in \textit{WITNESS}(i). The algorithm to identify the \textit{smallest} such index, whenever it exists, can be implemented in \( O(1) \) time on the common CRCW PRAM, using a total of \( O(m) \) operations for each index \( i \), as explained by the next remark.

\textbf{Remark 7.4:} Given an index \( i \), where \( 2 \leq i \leq r_{\text{max}} \), we can determine \textit{WITNESS}(i) in \( O(1) \) time, using \( O(m) \) operations, on the common CRCW PRAM as follows. For each \( k \) such that \( 1 \leq k \leq m - i + 1 \), set \( b_k = 1 \) if \( P(k) \neq P(k + i - 1) \); otherwise, set \( b_k = 0 \). We can find the \textit{smallest} index \( k \) such that \( b_k = 1 \) in \( O(1) \) time using \( O(m) \) operations, on the common CRCW PRAM (see Exercise 2.13). Therefore, determining \textit{WITNESS}(i) can be done within these bounds. Note that this method ensures that
\( \text{WITNESS}(i) = k \neq 0 \) is the smallest \( k \) such that \( P(k) \neq P(k + i - 1) \). On the CREW PRAM, this algorithm takes \( O(\log m) \) time, using a linear number of operations, for each index \( i \).

It follows that the brute-force algorithm can be used to determine the WITNESS array of the pattern \( P(1 : m) \) in \( O(1) \) time, using a total of \( O(m^2) \) operations on the common CRCW PRAM. We describe in Sections 7.4.1 and 7.4.2 a different algorithm that runs in \( O(\log m) \) time, using only \( O(m) \) operations. We start with a simple version of this algorithm.

### 7.4.1 A SIMPLE \( O(\log m) \) TIME ALGORITHM TO COMPUTE THE WITNESS ARRAY

Our initial task is to establish a key observation that is similar to the observation that gave rise to the notion of a duel, introduced in Section 7.1.2. It essentially states that, once the subarray \( \text{WITNESS}(2 : t) \) is computed, for some \( t < \min\{p, m/2\} \), where \( p \) is the period of the pattern \( P \), then we can compute the WITNESS value of at least one of any pair of indices \( i \) and \( j \) satisfying \( |j - i| < t \). This fact is stated more precisely in the next lemma.

**Lemma 7.7:** Suppose we are given \( \text{WITNESS}(2 : t) \) of the string \( P(1 : m) \), for some \( t < \min\{p, m/2\} \), where \( p \) is the period of \( P \). Then, given any pair of distinct indices \( i \) and \( j \), such that \( t < i, j \leq \lceil m/2 \rceil \) and \( |j - i| < t \), we can compute at least one of \( \text{WITNESS}(i) \) or \( \text{WITNESS}(j) \) in \( O(1) \) sequential time.

**Proof:** Without loss of generality, assume that \( j > i \). Let \( k = \text{WITNESS}(j - i + 1) \). Note such an index \( k \) is available, since \( 2 \leq j - i + 1 \leq i \), and \( k \) must be different from 0 since \( t < p \). Hence, \( P(k) \neq P(k + j - i) \). We distinguish between the following two cases:

- **Case 1:** \( k \leq m - j + 1 \). This case is illustrated in Fig. 7.5(a). The character \( P(k + j - 1) \) must be different from at least one of \( P(k) \) or \( P(k + j - i) \). If \( P(k + j - 1) \neq P(k) \), then we can set \( \text{WITNESS}(i) = k \). Similarly, if \( P(k + j - 1) \neq P(k + j - i) \), then we can set \( \text{WITNESS}(j) = k \).

- **Case 2:** \( k > m - j + 1 \). This case is illustrated in Fig. 7.5(b). Consider the character \( P(k - i + 1) \). Since \( k > m - j + 1 \), we have that \( k - i + 1 > m - j - i + 2 \), which implies that \( k - i + 1 \geq 1 \), since \( i, j \leq \lceil m/2 \rceil \). Clearly, \( P(k - i + 1) \) must be different from at least one of the two characters \( P(k) \) or \( P(k + j - i) \). We set \( \text{WITNESS}(i) = k - i + 1 \) whenever \( P(k - i + 1) \neq P(k + j - i) \), and \( \text{WITNESS}(j) = k - i + 1 \) whenever \( P(k - i + 1) \neq P(k) \).

This process of deducing at least one of \( \text{WITNESS}(i) \) or \( \text{WITNESS}(j) \) from \( \text{WITNESS}(j - i + 1) \) will be referred to as a duel between \( P(i) \) and \( P(j) \) (or simply a duel between indices \( i \) and \( j \)). More precisely, the duel function applied to the pair \( P(i) \) and \( P(j) \) in this section assigns a nonzero value to at least one of \( \text{WITNESS}(i) \) or \( \text{WITNESS}(j) \) and returns the other index, if any, whose WITNESS value is still 0.

The following corollary will be used in establishing the correctness of the optimal pattern-analysis algorithm presented in Section 7.4.2.

**Corollary 7.3:** Given any pair of distinct indices \( i \) and \( j \), such that \( t < i, j \leq \lceil m/2 \rceil \) and \( |j - i| < t \), any computed WITNESS value after a duel between \( P(i) \) and \( P(j) \) is no larger than \( \text{WITNESS}(j - i + 1) + |j - i| \).

We can use a simple strategy to compute the WITNESS array based on the fact shown in Lemma 7.7. The main idea is to start by partitioning the pattern \( P \) into blocks, each of size 2. We compute \( \text{WITNESS}(2) \) using the
brute-force algorithm. A duel between the pair of elements in each of the remaining blocks yields a WITNESS value to at least one element from each block. We then consider blocks of size 4. The first block $P(1:4)$ has at most one element whose WITNESS value has not been determined. Each of the remaining blocks contains at most two elements whose WITNESS values have not yet been determined. Hence, we compute the WITNESS value of the remaining element in the first block using the brute-force algorithm, and we then apply duels between each pair of the surviving elements in each remaining block. We can continue in this fashion until our WITNESS array has been determined. The details are given next.

Assume that $m = 2^i$; the case when $m$ is not a power of 2 can be solved by a simple extension of the case treated here. Let the $i$-blocks of $P$ be defined to be the subarrays $P(1:2^i), P(2^i+1:2^i+2^i), \ldots, P(2^i+(l-1)2^i)$, for $l + 1 \leq 2^{i-1}$ (and hence $l + 1)2^i \leq m/2$). The algorithm consists of at most $s - 1$ iterations and maintains the following invariant.

**Invariant 7.2:** On entering the $i$th iteration, the first $i$-block has at most one index $j$, where $2 \leq j \leq 2^i$, such that $\text{WITNESS}(j) = 0$. Each of the remaining $i$-blocks has at most two indices $k$ and $l$ such that $\text{WITNESS}(k) = \text{WITNESS}(l) = 0$.

Initially, we have $i = 1$, and each block contains two elements. We start by computing $\text{WITNESS}(2)$ using the brute-force algorithm. If $\text{WITNESS}(2) = 0$, the pattern is then periodic, with period 1, and the algorithm terminates. Otherwise, the WITNESS value of at least one element of each of the remaining $i$-blocks can be computed using the duel strategy. This finishes the description of the first iteration. The algorithm proceeds to the second iteration.

Suppose the algorithm enters the $i$th iteration for $i > 1$. The first $i$th block—that is, the block $P(1:2^i)$—has only one index $j$ such that $\text{WITNESS}(j) = 0$ and $j \neq 1$. We call such an index $j$ a candidate. We compute $\text{WITNESS}(j)$ using the brute-force algorithm. Now, if $\text{WITNESS}(j) = 0$, then the pattern is periodic, with period $p = j - 1$. We can stop here, because the array $\text{WITNESS}(1:p)$ has been determined completely. Otherwise, we have that $\text{WITNESS}(i) \neq 0$, for any $2 \leq i \leq 2^i$. Each of the remaining $i$th blocks contains at most two candidates (that is, two indices $k$ and $l$ such that $\text{WITNESS}(k) = \text{WITNESS}(l) = 0$). We can then apply the duel procedure to every such pair. Each $i$-block is then left with at most one candidate. We now proceed to iteration $i + 1$.

The overall algorithm is described next.

**ALGORITHM 7.5** (Simple Pattern Analysis)

**Input:** A pattern $P(1:m)$, where $m = 2^i$.

**Output:** The array $\text{WITNESS}(1:r)$, where $r = \min(p, 2^i-1)$, and $p$ is the period of $P$.

**begin**

1. for $1 \leq i \leq m/2$ pardo
   Set $\text{WITNESS}(i) = 0$

2. for $i = 1$ to $s - 1$ do
   2.1. Let $j \neq 1$ be the candidate in the first $i$-block.
       Compute $\text{WITNESS}(j)$ using the brute force algorithm.
   2.2. if $\text{WITNESS}(j) = 0$ then exit
   2.3. for all $i$-blocks $B$ (except the first) pardo
       Apply duel($k$, $s$), where $k$ and $s$ are the candidates in $B$.

**end**

**Theorem 7.3:** Algorithm 7.5 correctly generates the array $\text{WITNESS}$ in $O(\log m)$ time, using a total of $O(m \log m)$ operations.

**Proof:** It is easy to verify that Invariant 7.2 holds whenever the algorithm enters the $i$th iteration. If the algorithm terminates after the $(s - 1)$st iteration, then, using Invariant 7.2, the array $\text{WITNESS}(2:2^i+1)$ has been determined. Otherwise, the algorithm terminates at a certain iteration $i$ such that, after application of the brute-force algorithm, $\text{WITNESS}(j)$ remains equal to 0, for some $2 \leq j \leq 2^i$, and $\text{WITNESS}(i) = 0$ for $i \neq j$ and $2 \leq i \leq 2^i$. This result implies that $i - 1$ is the period of $P(1:m)$, and the array $\text{WITNESS}(1:j-1)$ is the desired output.

As for the complexity bounds, note that there are at most $s - 1$ iterations of the for loop at step 2. We assume that, after a duel between the pair of indices $i$ and $j$, the surviving index, if any, is stored in a specific location designated for the corresponding block. Hence, during the next iteration, such a candidate can be accessed in $O(1)$ sequential time. Step 2.1 takes $O(1)$ time, using $O(m)$ operations. A duel applied to a pair of indices takes $O(1)$ sequential time. Hence, step 2.3 takes $O(1)$ time, using $O(\frac{m}{2})$ operations.

Therefore, each iteration can be done in $O(1)$ time, using $O(m)$ operations. Since there are $O(\log m)$ iterations, the claimed complexity bounds follow.

**EXAMPLE 7.10:**

Consider the pattern $P = \text{abcabcab}$; hence, $m = 8$, in this case. The algorithm has at most two iterations. During the first iteration, $\text{WITNESS}(2)$ is determined to be equal to 1. We then perform a duel between $P(3)$ and $P(4)$. In this case, we obtain that $\text{WITNESS}(3) = 2$. We now proceed to the second iteration. The candidate in the first 2-block is $P(4)$. Computing $\text{WITNESS}(4)$, we obtain that $\text{WITNESS}(4) = 0$. Hence, $P$ has a period of size 3 and we stop here.
PRAM Model: Step 2.1 requires a concurrent write of the same value, if it is to be executed in O(1) time. Step 2.3 requires a concurrent read, since two different i-blocks may need the same WITNESS value. However, this step does not require any concurrent-write instructions. Therefore, the common CRCW PRAM is needed to achieve the stated complexity bounds.

7.4.2 AN OPTIMAL O(\log M) TIME ALGORITHM FOR PATTERN ANALYSIS

The main source of inefficiency in Algorithm 7.5 lies in the process of computing the value WITNESS(j) in step 2.1 using the brute-force algorithm. During the i-th iteration, the number of operations required by the remaining steps is \(O(m^2)\) and thus \(O(Sm^2) = O(m)\) operations are sufficient to execute these steps over all the iterations. We now describe a more refined method for computing WITNESS(j), for j in the first i-block, possibly over several rounds if necessary. This method will allow us to reduce the total number of operations to \(O(m^2)\).

Recall that, at the beginning of the i-th iteration, j is the only index satisfying \(2 \leq j \leq 2^i\) and WITNESS(j) = 0. Consider computing WITNESS(j) by using the prefix \(P(1 : 2^{j+1})\) as the pattern (instead of \(P(1 : m)\)). Hence, we wish to find an index k, where \(1 \leq k \leq 2^{j+1}\), such that \(P(k) \neq P(j + k - 1)\) if such an index exists. In this case, the number of operations used is \(O(2^i)\), as opposed to the \(O(m)\) needed had we used the whole pattern \(P\). If such a scheme works, the corresponding total number of operations is \(O(S2^i) = O(m^2)\) over all the iterations. Since this approach seems promising, we explore it further.

Suppose that the resulting value of WITNESS(j) is different from zero; that is, there exists a k such that \(1 \leq k \leq 2^{j+1}\) and \(P(k) \neq P(j + k - 1)\). Then, we have a correct WITNESS value for the index j, and we can proceed just as before.

Consider now the case when the value of WITNESS(j) remains 0. The fact that WITNESS(j) = 0 for the pattern \(P(1 : 2^{j+1})\) implies that \(p = j + 1\) is the period of \(P(1 : 2^{j+1})\), since j is the smallest such index (as computed by the method outlined in Remark 7.4). However, p may or may not be the period of the whole pattern. If p turns out to be the period of \(P(1 : m)\), then we can stop immediately, since WITNESS(1 : p) has already been determined. Otherwise, we have to proceed until at some point WITNESS(j) can be determined.

The following lemma states facts concerning the case when p is a period of some prefix of \(P\), but is not a period of the whole pattern.

Lemma 7.8: Suppose that \(p\) is the period of the prefix \(P(1 : 2^n)\), but is not a period of \(P(1 : 2^{n+1})\). Let \(w\) be the smallest index such that \(1 \leq w \leq 2^{n+1} - p\) and \(P(w) \neq P(p + w)\). Assume that the values WITNESS(i) are available for all \(2 \leq i \leq p\) and that WITNESS(i) \(\leq r\), for some \(r < 2^n\). Given any index \(l\) in the range \(p < l \leq 2^n\), then the following statements hold:

1. If \(l \equiv 1 \mod p\) and \(l \leq 2^n - r\), then we can set WITNESS(l) = WITNESS(l'), where \(l' = l \mod p\) such that \(2 \leq l' \leq p\).
2. If \(l' = 1 \mod p\), say \(l = kp + 1\), for some integer \(k \geq 2\), then we can set WITNESS(l) = \(w - (k - 1)p\).

Proof: We start by proving the first statement. Let \(\beta = WITNESS(l')\). Then, \(P(\beta) \neq P(l' + \beta - 1)\). Since \(l \leq 2^n - r\), we have that \(l + \beta - 1 \leq 2^n\), and thus \(P(l + \beta - 1) = P(l' + \beta - 1)\) because \(p\) is the period of \(P(1 : 2^n)\). Therefore, \(P(\beta) \neq P(l + \beta - 1)\) and the first statement follows.

We now consider the second statement. Since \(w\) is the smallest index such that \(P(w) \neq P(p + w)\), \(p\) is the period of \(P(1 : p + w - 1)\). Hence, \(P(w) = P(w - (k - 1)p)\), which implies that \(P(w - (k - 1)p) \neq P(p + w)\). But \(p + w = l + (w - (k - 1)p) - 1\); therefore, we can set WITNESS(l) = \(w - (k - 1)p\).

Corollary 7.4: Assume the same hypothesis as in Lemma 7.8, where \(p, r \leq 2^n - 1\). Then, we can determine WITNESS(l) \(\neq 0\), for all indices l in the range \(p \leq l \leq 2^n - 1\), in O(1) parallel steps, using a total of \(O(2^n)\) operations.

Proof: Note that, for l in the range \(p < l \leq 2^n - 1\), l satisfies the condition \(l \leq 2^n - r\). Therefore, WITNESS(l) is either equal to WITNESS(l'), where \(l' = l \mod p\) and \(2 \leq l' \leq p\), or WITNESS(l) is equal to \(w - (k - 1)p\), where \(l = kp + 1\). Since \(p, w, \) and WITNESS(l') are assumed to be known, computing each WITNESS(l) takes O(1) sequential time.

Based on Lemma 7.8 and Corollary 7.4, we develop an O(\log m) time optimal algorithm to compute the WITNESS array. We follow the strategy of the simple pattern-analysis algorithm, with the following modification. At the beginning of the i-th iteration, we attempt to determine WITNESS(j) \(\neq 0\), where \(j \equiv 1\) is the only candidate in the first block, by using prefixes of the pattern rather than the pattern itself. Before delving into more details, let us mention that the following invariant will be maintained:

Invariant 7.3: On entering the i-th iteration, WITNESS(l) \(\leq 2^{i+1}\), for all indices l.

We start the i-th iteration by using the prefix \(P(1 : 2^{i+1})\) to determine the value of WITNESS(j). If the resulting value is nonzero, we are done with iteration i, and we proceed to iteration i + 1. Otherwise, p = j - 1 is the period of \(P(1 : 2^{i+1})\). We test whether p is a period of \(P(1 : 2^{i+2}), P(1 : 2^{i+3}), \ldots\).
where $\alpha$ is the largest index such that $p$ is a period of $P(1: 2^\alpha)$. If $\alpha = \log m$, then $p$ is the period of the whole pattern, and hence we are done, since we have already computed $\text{WITNESS}(1: p)$. Otherwise—that is, $\alpha < \log m$—we can use Lemma 7.11 and its corollary to obtain the $\text{WITNESS}$ values for all the desired indices $i$ such that $p < i \leq 2^{\alpha + 1}$, assuming for now that $\alpha \geq i + 2$. Note that all the corresponding $\text{WITNESS}$ values will then be different from 0. That is, there will no longer exist an index $j$ such that $2 \leq j \leq 2^{\alpha + 1}$ and $\text{WITNESS}(j) = 0$. We can then use duels to update the desired $\text{WITNESS}$ values in each of the remaining $(\alpha - 1)$-blocks, except for possibly one index per block. Clearly, $(\alpha - i)$ rounds of duels between pairs of indices may be required, since each $(\alpha - 1)$-block contains $2^{\alpha - i - 1}$ i-blocks, each with at most two candidates. Once the rounds are completed we are ready to begin iteration $\alpha$. We shall show later that, at this point, $\text{WITNESS}(l) \leq 2^{\alpha + 1}$ for any index $l$, and hence Invariant 7.3 is maintained.

There is one case that we have ignored; namely, $\alpha = i + 1$. That is, $p = j - 1$ is the period of $P(1: 2^{i + 1})$, but is not the period of $P(1: 2^{i + 2})$, where $j$ is the candidate from the first i-block. This special case does not require any new ideas beyond those already presented. The fact that $p$ is not a period of $P(1: 2^{i + 2})$ yields a nonzero $\text{WITNESS}$ value for the candidate in the first i-block. We can then use duels to eliminate at least one of the two candidates in each of the remaining i-blocks. We then proceed to iteration $i + 1$.

In summary, the $i$th iteration consists of the following steps:

1. Let j be the candidate in the first i-block. Determine $\text{WITNESS}(j)$ by using the prefix $P(1: 2^{i + 1})$. If the resulting values of $\text{WITNESS}(j)$ are different from 0, proceed as in the simple pattern-analysis algorithm (Algorithm 7.5), and go to iteration $i + 1$. Otherwise, $p = j - 1$ is the period of $P(1: 2^{i + 1})$. Proceed to step 2.

2. Find the largest $\alpha \geq i + 1$ such that $p$ is a period of $P(1: 2^{\alpha})$, but $p$ is not a period of $P(1: 2^{\alpha + 1})$. If $\alpha = \log m$, then $p$ is the period of the pattern, and we are done (exit). Otherwise, proceed to step 3.

3. Use Lemma 7.8 and its corollary to eliminate all the candidates in the first $(\alpha - 1)$-block. Apply $(\alpha - i)$ rounds of duels between pairs of candidates in each of the remaining $(\alpha - 1)$-blocks. Proceed to iteration $\alpha$.

**Example 7.11:**

Consider the pattern $P = abababcababcababab = (abc)^2c$. During the first iteration, we use the prefix $P(1: 4) = abca$ to deduce the value $\text{WITNESS}(2) = 1$, followed by duels between the pairs $P(3)$ and $P(4)$, $P(5)$ and $P(6)$, and $P(7)$ and $P(8)$. As a result of these duels, we get $\text{WITNESS} = (0, 1, 2, 0, 2, 1, 0, 1)$. The candidates for the second iteration are $P(4)$ and $P(7)$. During the second iteration, the prefix $P(1: 8) = abababcab$ is used to update $\text{WITNESS}(4)$. But $P(1: 8)$ is periodic, with period 3, and thus $\text{WITNESS}(4)$ remains 0. We then check to see whether $P(1: 3) = abc$ is a period of $P(1: 2^3)$, which is the whole pattern. In this case, we obtain $\text{WITNESS}(4) = 2.13$. Notice that this case corresponds to the case when $\alpha = i + 1$ in the preceding algorithm. Now the first 2-block (that is, $P(1: 4)$) contains no candidates, and the remaining 2-block contains only one candidate. Therefore, we go to the third iteration. Since $P(7)$ is the only candidate left, we compute $\text{WITNESS}(7) = 10$ using the whole pattern. Therefore, we obtain the $\text{WITNESS}$ array $(0, 1, 2, 13, 2, 1, 10, 1)$.

**Theorem 7.4:** Given a string $P(1: m)$ above, we can compute the corresponding array $\text{WITNESS}$ in $O(\log m)$ time, using a total of above $O(m)$ above operations.

**Proof:** We start by establishing the correctness of the modified pattern-analysis algorithm.

**Claim:** The two Invariants 7.2 and 7.3 hold whenever the algorithm enters iteration $i$.

**Proof of the Claim:** The fact that Invariant 7.2 holds whenever the algorithm enters iteration $i$ is easy to verify. The proof regarding Invariant 7.3 is more subtle. The fact that a duel applied to indices $i$ and $j$ results in a $\text{WITNESS}$ value no larger than $\text{WITNESS}(j + i + 1) + |j - i|$ (Corollary 7.3) will be used in the analysis given next.

Suppose that the algorithm enters iteration $\alpha$ immediately after iteration $i$ terminates. Clearly $\alpha \geq i + 1$. We consider two cases:

- **Case 1:** $\alpha = i + 2$. Hence, $P(1: 2^{\alpha})$ is periodic. Let $p$ be the period of $P(1: 2^{\alpha})$. Then $\text{WITNESS}(p + 1) \leq 2^{\alpha + 1} + p$, since $p$ is not a period of $P(1: 2^{\alpha + 1})$. Moreover, for $i$ in the first $(\alpha - 1)$-block, the following inequalities hold: (1) $\text{WITNESS}(i) \leq 2^{\alpha + 1}$, if $i \equiv 1 \mod p$, and (2) $\text{WITNESS}(kp + 1) = \text{WITNESS}(p + 1) - (k - 1)p \leq 2^{\alpha + 1} - kp$. Clearly, Invariant 7.3 holds for the first $(\alpha - 1)$-block when the algorithm enters iteration $\alpha$.

Now let $u > v$ be any two candidates in any of the remaining $(\alpha - 1)$-blocks. If $u - v + 1 \equiv 1 \mod p$, the duel applied between $P(u)$ and $P(v)$ will result in a $\text{WITNESS}$ value no larger than $\text{WITNESS}(u - v + 1) + u - v \leq 2^{\alpha + 1} + 2^{\alpha - 1} \leq 2^{\alpha + 1}$. If $u - v + 1 \equiv k \equiv 1 \mod p$, for some $k$, then the duel applied between $P(u)$ and $P(v)$ will result in a $\text{WITNESS}$ value no larger than $\text{WITNESS}(kp + 1) + u - v \leq 2^{\alpha + 1} - kp + kp = 2^{\alpha + 1}$. Therefore, all computed $\text{WITNESS}$ values are $\leq 2^{\alpha + 1}$ on entry into iteration $\alpha$. 

% $\Box$
Therefore, the total running time of the algorithm is \(O(\log m)\), and the total number of operations used is \(O\left(\sum_{i=0}^{\lfloor m/2 \rfloor} (\lfloor n/2 \rfloor + 2^i)\right) = O(m)\).

### 7.4.3 Computation of the Failure Function

In this section, we outline how the pattern analysis necessary for the implementation of the KMP algorithm can be done efficiently.

Recall that the text analysis of the KMP algorithm required the availability of the failure function \(F\) defined as follows: \(F(1) = 0\), and \(F(j + D(j)) = j\), for \(j \geq 1\), where \(D(j)\) is the period of the prefix \(P(1:j - 1)\). It turns out that the KMP algorithm itself can be used to compute \(F\), with the pattern playing the dual role of a text and a pattern at the same time.

Let us start by noting that \(F(1) = 0\) and \(F(2) = 1\), regardless of the given string. Imagine that a copy of \(P(1:m)\) is placed on top of \(P(1:m)\), such that \(P(1)\) and \(P(2)\) are aligned as shown in Fig. 7.6. We use \(j\) to point to a location of the top copy, and \(k\) to point to a location of the bottom copy. Hence, \(j = 1\) and \(k = 2\), initially. We compare \(P(1)\) and \(P(2)\). If \(P(1) = P(2)\), we deduce that the period of \(P(1:2)\) is equal to 1, and hence \(F(3) = 2\). We now move the two pointers to the next locations; that is, we set \(j = j + 1\) and \(k = k + 1\). Again, if \(P(2) = P(3)\), we can set \(F(4) = 3\), since the period of \(P(1:3)\) is still equal to 1, and we can then advance the pointers to the next locations.

We can clearly continue this process until we encounter the case where \(P(j) \neq P(k)\). This case implies that the period of \(P(1:k - 1)\) is no longer the period of \(P(1:k)\). Hence, we have to slide the top copy to the right by the smallest possible number of places so that the overlapping portions of \(P(1:k)\) and the top copy are identical. This problem is similar to the one we confronted during the development of the KMP algorithm. The solution applies to this case as well. That is, we obtain the next possible position by sliding the top copy \(D(j)\) positions to the right. Note that we will always have \(j < k\), and hence \(D(j)\) is known at this point. We then set \(j = F(j) = j - D(j)\) and continue as before if \(j > 0\) (see Fig. 7.6b). If \(j = 0\), then the previous value of \(j\) was 1 and \(P(1) \neq P(k)\). We conclude that \(F(k + 1) = 1\), since the period of \(P(1:k)\) is equal to \(k\); we resume the whole process with \(k = k + 1\) and \(j = 1\).

The algorithm for determining the failure function is given next.

**Algorithm 7.6**

(Computation of the Failure Function)

**Input:** a string \(P(1:m)\).

**Output:** The failure function \(F(k)\), for all \(k\) such that \(1 \leq k \leq m + 1\).

**begin**

1. Set \(F(1) = 0\), \(F(2) = 1\), \(k = 2\), \(j = 1\);
and thus we set \( k = 3, j = 1 \), and \( F(3) = 1 \). During the second iteration of the while loop, we get \( F(4) = 1, k = 4, \) and \( j = 1 \) since \( P(3) \neq P(1) \). For the following iterations, \( P(k) \) will be equal to \( P(j) \), as long as \( k \leq 15 \), since \( abc \) is the period of \( P(1 : 15) \). We therefore obtain 
\[
F(5) = 2, F(6) = 3, F(7) = 4, F(8) = 5, F(9) = 6, F(10) = 7, F(11) = 8, F(12) = 9, F(13) = 10, F(14) = 11, F(15) = 12, \text{and } F(16) = 13.
\]
We now enter the iteration with \( j = 13 \) and \( k = 16 \). Since \( P(13) \neq P(16) \), we set \( j = F(13) = 10 \) and go to a new iteration. We repeat this process, going through the \( j \) values of 
\[
j = F(10) = 7, j = F(7) = 4, j = F(4) = 1, \text{and finally } j = F(1) = 0.
\]
In this case, we set \( k = 17, j = 1 \) and \( F(17) = 1 \), and we exit the while loop.

**Theorem 7.5**: Algorithm 7.6 correctly computes the failure function of the string \( P(1 : m) \) in \( O(m) \) sequential time.

**Proof**: The time complexity of the algorithm follows immediately from the observation that, during each iteration, either the top copy slides a number of positions to the right or the two pointers are moved one position to the right.

The correctness follows when we establish the following invariant. At the beginning of any iteration of the while loop, the overlapping portions of \( P(1 : j - 1) \) of the top copy and the bottom copy of the pattern are identical; that is, \( P(t) = P(t + k - j) \), for \( 1 \leq t \leq j - 1 \). The details are left as Exercise 7.17.

---

### 7.5 Suffix Trees

Many string manipulations can be couched within the following framework. Given a text string \( X \), preprocess \( X \) and set up appropriate data structures that will allow the fast processing of queries about substrings of \( X \). Some typical queries are the following:

- **On-line string matching**: Does a given string \( Y \) occur in \( X \)? Related queries are (1) in case \( Y \) occurs in \( X \), what is the starting position of the first (or last or all) occurrence(s) of \( Y \) in \( X \)? and (2) what is the longest prefix of \( Y \) which occurs in \( X \)? The complexity bounds of processing such queries should depend on \( |Y| \) only.

- **Longest repeated substring**: Find the longest substring that occurs in \( X \) more than once.

- **Substring identifiers**: Given \( i \), find the shortest substring \( u \) of \( X \) that identifies position \( i \) of \( X \); that is, \( u \) occurs in \( X \) at location \( i \) but \( u \) does not occur anywhere else in \( X \). Here, we assume that the last character of \( X \)
does not appear anywhere else in $X$. In this case, the suffix $X(i : n)$ identifies position $i$ of $X$ but a short prefix may be sufficient.

- **Longest common prefix:** Given any two substrings $u$ and $v$ of $X$, find their longest common prefix.

The suffix tree associated with the string $X$ is a data structure that supports all the processing tasks listed, in addition to many other important string operations. Our goal in this section is to show how to set up such a data structure efficiently; in the next section, we describe algorithms for answering some of the queries on our list.

### 7.5.1 Digital Search Trees

Let us start by considering the digital search tree (or trie) $T$ associated with a set of distinct strings $Y_1, Y_2, \ldots, Y_m$ over the alphabet $\Sigma$. Assume that no $Y_i$ is a prefix of some $Y_j$, where $j \neq i$. The digital search tree $T$ is a rooted tree with $m$ leaves such that

1. Each edge of $T$ is labeled from the alphabet $\Sigma$, and is directed away from the root.
2. No two edges emanating from the same vertex have the same label.
3. Each leaf $u$ is uniquely identified with a string $Y_i$, in the sense that the concatenation of the labels on the path from the root to $u$ is $Y_i$.

**Example 7.13:**

Let $\Sigma = \{a, b, c\}$ be the alphabet, and let the given strings be $Y_1 = abaabc$, $Y_2 = baabc$, $Y_3 = aabc$, $Y_4 = abc$, $Y_5 = bc$, and $Y_6 = c$. The digital search tree corresponding to these strings is shown in Fig. 7.7. Each leaf is associated with a string $Y_i$. Hence, we have a one-to-one correspondence between the leaves and the distinct strings.

We now return to our original problem—namely, setting up a data structure for a given text string $X$ of length $n$. We assume that the last character of $X$ is a delimeter $\#$, which does not appear anywhere else in $X$.

Let $T$ be the digital search tree associated with the $n$ suffixes of $X$. Then, clearly, $T$ has exactly $n$ leaves, each leaf is uniquely associated with a suffix of $X$. Tree $T$ captures the similarities and the differences between the suffixes of $X$. The paths from the root to any two leaves share the portion corresponding to the longest common prefix of the suffixes associated with the two leaves.

**Example 7.14:**

Let $X = ababbaa\#$ be the given string. The digital search tree $T$ associated with the suffixes of $X$ is shown in Fig. 7.8(a). Consider the problem of determining whether or not the string $Y = baba$ occurs in $X$. We search $T$ top-down, starting from the root $r$. We take the edge out of $r$ with the label $b$, followed by the edge labeled $a$, and then the edge labeled $b$. At this point, there is no outgoing edge with the label $a$. Therefore, we have to stop here and to report that $Y$ does not occur in $X$. Notice that we have also discovered that $bab$ is the longest prefix of $Y$ that occurs in $X$. 

**FIGURE 7.7**

A digital search tree corresponding to the strings $Y_1 = abaabc$, $Y_2 = baabc$, $Y_3 = aabc$, $Y_4 = abc$, $Y_5 = bc$, and $Y_6 = c$. No two edges emanating from the same vertex have the same label.


2. No two edges emanating from a vertex are labeled with strings having a (nonempty) common prefix.

3. Each leaf $u$ is associated with exactly one suffix; that is, the concatenation of the labels on the path from the root to $u$ is equal to the suffix.

**EXAMPLE 7.15:**

Consider the digital search tree shown in Fig. 7.8(a), which corresponds to the string $X = abababaabab$. The resulting suffix tree is shown in Fig. 7.8(b).

Observe that the suffix tree $T_X$ associated with a string $X$ of length $n$ has at most $2n - 1$ vertices, since the number of internal vertices is bounded by the number of leaves (given that no internal vertex has outdegree 1).

We will denote by $W(v)$ the concatenation of the labels of the path from the root to node $v$. Clearly, $W(v)$ is a substring of $X$. Given a substring $U$ of $X$, the **locus** of $U$ is the node $v$ of $T_X$ such that $U$ is a prefix of $W(v)$, and $W(p(v))$ is a proper prefix of $U$, where $p(v)$ is the parent of $v$.

**FIGURE 7.8**

Digital search tree and associated suffix tree for Examples 7.14 and 7.15.

(a) The digital search tree associated with the string $abababaabab$.

(b) The suffix tree of the string $abababaabab$.

**7.5.2 SUFFIX TREES**

The digital search tree $T$ introduced above may seem to be our desired data structure. However, $T$ can be very large. The tree corresponding to the string $X = a^n b^n \#$, for example, will require $\Omega(n^2)$ vertices, which is clearly undesirable. No string of length $n$ will require more than $O(n^3)$ vertices since the length of the path from the root to an arbitrary leaf is $O(n)$ and there are $n$ leaves.

The **suffix tree** associated with $X$, denoted for the remainder of this chapter by $T_X$, is a compact version of the digital search tree $T$. All internal vertices of outdegree 1 are removed, and the label of an edge is now allowed to be a substring of $X$. More formally, $T_X$ is a digital search tree with $n$ leaves and no nodes of outdegree 1 such that

1. Each edge is labeled with a substring of $X$. 
7.5.3 ENCODING OF SUBSTRINGS

The crucial property of the suffix tree is to disallow any pair of sibling edges to be labeled by substrings with a common prefix. Our construction of the suffix tree will proceed in \( \log n \) stages, where this crucial property is progressively enforced. An important tool used is the efficient encoding of the substrings of \( X \) such that identical substrings will have the same encoding.

Given a substring \( U \) of \( X \), a descriptor of \( U \) is a pair \( (i, |U|) \) such that the substring of the same length as \( U \) starting at position \( i \) of \( X \) is equal to \( U \). Since the substrings arising in our suffix-tree construction are of length \( 2^q \), for \( 0 \leq q \leq \log n \), we shall describe a procedure for assigning descriptors to all substrings of \( X \) of length \( 2^q \), for \( 0 \leq q \leq \log n \).

At this point, we have to take a closer look at the input alphabet \( \Sigma \) and the representation of its symbols. The only assumptions we have used in the previous sections are that each character can be stored in a single memory location, and that two characters can be compared in constant time.

The size \( \sigma \) of the alphabet \( \Sigma \) and the representation of the symbols in \( \Sigma \) will play an important role in setting up the suffix tree. A node \( v \) in the suffix tree may have up to \( \sigma \) outgoing edges, each of which could be labeled by a different symbol \( a \in \Sigma \). In a top-down traversal, we have to proceed from a node \( v \) to a child \( u \) such that the label of the edge \((v, u)\) begins with a given symbol \( a \). Hence, our data organization should support such a mapping efficiently.

To simplify our presentation, we will make the assumption that \( \Sigma \subseteq \{1, 2, \ldots, n\} \), where \( n \) is the length of our input string. This assumption can be justified by the fact that we can always sort the symbols appearing in \( X \), and assign to each distinct symbol a unique integer between 1 and \( n \). This preprocessing step will not increase our asymptotic complexity bounds for constructing the suffix tree.

Given this assumption, we represent the children of a node \( v \) with an array \( OUT_v \) of length \( n \) such that \( OUT_v(i) = u \) whenever \( u \) is the child of \( v \), if it exists, such that symbol \( i \) leads from \( v \) to \( u \). Since the space required to store \( OUT_v \), for all \( v \in T_X \), is \( \Theta(n^2) \), we will not initialize these vectors. Hence, the data found in \( OUT_v(i) \) may be garbage, and their relevance should be verified.

Our first task is to assign descriptors to some substrings of \( X \). We start by appending \( X \) with \( n - 1 \) instances of the symbol \#. This step ensures that a substring of length \( 2^q \), for \( 0 \leq q \leq \log n \), starting at position \( i \), exists for any \( i \) such that \( 1 \leq i \leq n \). The new string will be denoted by \( X\# \).

In the algorithm given next, the array \( BB \) (Bulletin Board) is of size \( n \times (n + 1) \). Simultaneous write instructions of the form \( BB(k, l) = i \), \( BB(k, l) = i \), \( BB(k, l) = i \), \( BB(k, l) = i \), will result in one of \( i \)’s being stored in location \( BB(k, l) \). The choice of \( i \) is arbitrary. Such a parallel step should be viewed as a way to pass a unique identifier to all processors holding the same \((k, l)\) pair as follows. Processor \( P_i \) with label \((k, l)\) tries to write its index into location \( BB(k, l) \). Then,

\[
\begin{array}{cccccccc}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
4 & 4 & 4 & 4 \\
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
4 & 4 & 4 & 4 \\
5 & 5 & 5 & 5 \\
6 & 6 & 6 & 6 \\
7 & 7 & 7 & 7 \\
8 & 8 & 8 & 8 \\
\end{array}
\]

\[
ID = \begin{bmatrix}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
4 & 4 & 4 & 4 \\
5 & 5 & 5 & 5 \\
6 & 6 & 6 & 6 \\
7 & 7 & 7 & 7 \\
8 & 8 & 8 & 8 \\
\end{bmatrix}
\]

\[
P_i \] reads the content of location \( BB(k, l) \). Assuming the arbitrary CRCW PRAM, all the processors holding the same \((k, l)\) pair will read the same value.

**ALGORITHM 7.7**

(Descriptors of Substrings)

**Input:** A string \( X\# \) such that \( |X| = n = 2^q \), and the last character of \( X \) is the symbol \#, which does not appear anywhere else in \( X \). Each \( X(i) \) is an integer between 1 and \( n \).

**Output:** An array \( ID[i, q] \), where \( 1 \leq i \leq n \) and \( 0 \leq q \leq \log n \), such that \( ID[i, q] = f \) implies that \((f, 2^q)\) is a descriptor of the substring of length \( 2^q \) starting at location \( i \).

**begin**

1. **for** \( 1 \leq i \leq n \) **pardo**
   
   \[
   \begin{align*}
   & \text{Set } BB[X(i), 1] = i \\
   & \text{Set } ID[i, 0] = BB[X(i), 1]
   \end{align*}
   \]

2. **for** \( q = 1 \) **to** \( \log n \) **do**
   
   **for** \( 1 \leq i \leq n \) **pardo**
   
   \[
   \begin{align*}
   & 2.1. \text{ Set } k_1 = ID[i, q - 1], k_2 = ID[i + 2^{q-1}, q - 1] \\
   & 2.2. \text{ Set } BB[k_1, k_2] = i \\
   & 2.3. \text{ Set } ID[i, q] = BB[k_1, k_2]
   \end{align*}
   \]

**end**

**Remark 7.5:** In executing step 2.1 of Algorithm 7.7, the index \( i + 2^{q-1} \) may be larger than \( n \), in which case we assign the value \( n + 1 \) for the nonexistent entry \( ID[i + 2^{q-1}, q - 1] \).

**EXAMPLE 7.16:**

Let \( X = abababa\# \) be the input string. Represent the symbols \( a, b \) and \# by the integers 1, 2, and 3, respectively. Assume that, whenever there is a simultaneous write instruction of the form \( BB[k, l] = i \), the smallest such \( i \) gets stored in location \((k, l)\) of \( BB \). Then, Algorithm 7.7 generates the following array:

\[
\begin{array}{cccccccc}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
4 & 4 & 4 & 4 \\
5 & 5 & 5 & 5 \\
6 & 6 & 6 & 6 \\
7 & 7 & 7 & 7 \\
8 & 8 & 8 & 8 \\
\end{array}
\]

\[
ID = \begin{bmatrix}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
4 & 4 & 4 & 4 \\
5 & 5 & 5 & 5 \\
6 & 6 & 6 & 6 \\
7 & 7 & 7 & 7 \\
8 & 8 & 8 & 8 \\
\end{bmatrix}
\]
Consider, for example, the generation of the entry \( ID[4, 2] \). During the second iteration and for \( i = 4 \), we obtain \( k_1 = ID[4, 1] = 1 \) and \( k_2 = ID[6, 1] = 3 \). Hence, at step 3.2, we try to set \( BB[1, 3] = 4 \). At the same time, we also attempt to set \( BB[1, 3] = 1 \), for \( i = 1 \). By our convention, the net effect is to set \( BB[1, 3] = 1 \), and thus \( ID[4, 2] \) is set to 1 after execution of step 3.3. Clearly, the substring of length 4 starting at location 4 is \( abba \), which is exactly the substring of length 4 starting at location 1.

Lemma 7.9: Algorithm 7.7 correctly computes the array \( ID \) such that \( ID[i, q] \) is a descriptor of the substring of \( X \) of length \( 2^q \) starting at location \( i \). The running time of the algorithm is \( O(\log n) \) and the total number of operations used is \( O(n \log n) \).

PRAM Model: A concurrent-write capability of the arbitrary type was used in step 2.2 of Algorithm 7.7 to assign a unique identifier for identical substrings. Hence, Algorithm 7.7 runs on the arbitrary CRCW PRAM.

Remark 7.6: Due to the introduction of the \( BB \) array, our algorithm uses \( \Theta(n^2) \) space. However, no more than \( O(n \log n) \) locations are ever accessed. The total amount of space can be reduced to \( O(n^{1+\epsilon}) \), for any \( 0 < \epsilon \leq 1 \). The proof is left to Exercise 7.24.

### 7.5.4 CONSTRUCTION OF SUFFIX TREES

We are ready to describe the algorithm to construct the suffix tree \( T_X \) associated with an input string \( X \), which is assumed to be of length \( n = 2^k \), for some integer \( k \).

For each node \( v \) of \( T_X \), we keep an array \( OUT_v \) representing the outgoing edges of \( v \) (in a way to be clarified shortly), a pointer to its parent \( p(v) \), and a descriptor denoted by \( (x_s, l_s) \) of the substring representing the label of the edge \( (p(v), v) \). It follows that the label of the edge \( (p(v), v) \) is equal to the substring of \( X \) of length \( l_s \) starting at position \( x_s \). The array \( OUT \), is of length \( n \) such that \( OUT(v)(j) = u \) whenever \( (v, u) \) is an outgoing edge of \( v \) and \( j \) is the ID of the label of the edge \( (v, u) \). It follows that \( u \) is stored in a location of \( OUT \), that depends on the descriptor of the label of the edge \( (v, u) \). The fact that no two sibling edges can have a common prefix ensures that no attempt is made to store two elements into the same location.

An initial approximation to \( T_X \) is the tree \( T_0 \) of height 1 consisting of a root with \( n \) outgoing edges, each edge labeled with a different suffix. Hence, leaf \( v_r \), corresponding to the \( r \)th suffix, contains the descriptor \( (\alpha_x, n) \), and \( OUT_r(\alpha_x) = v_r \), where \( r \) is the root and \( \alpha_x = ID[i, \log n] \).

The crucial property of allowing no sibling edges to have a common prefix will in general be violated in \( T_0 \). We will successively refine \( T_0 \) over \( \log n \) iterations such that the tree generated at the end of the \( i \)th iteration satisfies the following condition(i):

1. \( T_i \) is a labeled tree with \( n \) leaves having no internal vertices with out-degree equal to 1.
2. Each edge \( (u, v) \) of \( T_i \) is labeled with some substring of \( X \). A descriptor of this substring is stored in node \( v \). In addition, the leaves of \( T_i \) are in one-to-one correspondence with the suffixes of \( X \).
3. Let \( v \) be an internal vertex of \( T_i \) with the outgoing edges \( (v, u_1), (v, u_2), \ldots, (v, u_t) \). All the prefixes of length \( \frac{\alpha}{2} \) of the labels of these edges are different. The \( u_i \)’s are stored in \( OUT_v \) as follows: \( OUT_v(\alpha_x) = u_i \) if \( \alpha_x \) is the ID of the prefix of the label of \( (v, u_i) \) of length \( \frac{\alpha}{2} \).

Clearly, \( T_0 \) satisfies condition(0). We shall describe a general procedure that takes a tree \( T_{i-1} \) satisfying condition(i − 1) as input, and generates \( T_i \) that will satisfy condition(i). The algorithm terminates when \( i = \log n \), since \( T_{\log n} \) is clearly the suffix tree of \( X \). A high-level description of the procedure is given next. The implementation details will be discussed later.

**ALGORITHM 7.8**

(Refining \( T_{i-1} \) into \( T_i \))

**Input:** A tree \( T_{i-1} \) satisfying condition(i − 1). If \( i = 1 \), \( T_0 \) is the tree of height 1 consisting of a root with \( n \) outgoing edges, each edge labeled with a different suffix of a string \( X \) of length \( n \).

**Output:** A tree \( T_i \) satisfying condition(i). When \( i = \log n \), the tree \( T_{\log n} \) is the suffix tree of \( X \).

begin 
for all internal vertices \( v \) of \( T_{i-1} \) pardo 
1. Let \( u_1, u_2, \ldots, u_t \) be the children of \( v \). Partition the \( u_i \)’s into equivalence classes \( C_j \) such that the labels of the edges incoming into the vertices of \( C_j \) have the same prefix of length \( \frac{\alpha}{2} \).
2. For each equivalence class \( C_j \) such that \( |C_j| > 1 \), create a new vertex \( v’ \). Make \( v’ \) the parent of all the vertices in \( C_j \), and make \( v \) the parent of \( v’ \). Label \( (v’, v) \) with the common prefix of length \( \frac{\alpha}{2} \), and adjust the labels of the remaining edges, \( OUT_v \), and set up \( OUT_{v’} \).
3. Suppose that \( v \) has a single equivalence class that resulted in a new vertex \( v’ \). Remove \( v \) and make \( v’ \) the child of the parent \( p(v) \) of \( v \). Adjust the label of \( (p(v), v’) \) and \( OUT_{p(v)} \).
end
EXAMPLE 7.17:
Consider the string $X = abbabba\#$ given in Example 7.16. The initial tree $T_0$ is shown in Fig. 7.9(a). It consists of eight leaves; leaf $v_1$ contains the descriptor $(l, 8)$ representing the 8th suffix. During the first iteration, the two vertices $v_1$ and $v_4$ are grouped into one equivalence class because they both have the common prefix $aba$ of length $4 = \frac{5}{2}$. Each of the other leaves is in an equivalence class by itself. A new vertex $u_1$ is created, and its made the parent of $v_1$ and $v_4$. The corresponding $T_1$ is shown in Fig. 7.9(b). During the second iteration, the equivalence classes are given by $\{v_1\}, \{v_2, v_5\}, \{v_3, v_6\}, \{v_7\}$, and $\{v_8\}$. Clearly, the labels of $v_2$ and $v_5$ have the common prefix $bb$, whereas $v_3$ and $v_6$ have the common prefix $ba$. Hence, two new vertices $u_2$ and $u_3$ are created, and the resulting $T_2$ is shown in Fig. 7.9(c). Finally, during the last iteration, we obtain the equivalence classes $\{v_1\}, \{v_3\}, \{v_4, v_7\}, \{v_2, v_5\}, \{u_2, u_3\}, \{v_6\}$, and $\{v_8\}$. Therefore, three new vertices $u_4, u_5$, and $u_6$ are created resulting in the tree shown in Fig. 7.9(d). Note that the outdegree of $u_2$ is now equal to 1, and hence $u_2$ should be removed. The resulting tree shown in Fig. 7.9(e) is the suffix tree of $X$.

Lemma 7.10: Given that $T_{i-1}$ satisfies condition $(i - 1)$, the tree $T_i$ generated at the end of Algorithm 7.8 satisfies condition $(i)$, assuming that the labels and the OUT arrays are computed properly.

Proof: The only nontrivial part of the proof is to show that step 3 of Algorithm 7.8 does not apply simultaneously to a vertex $v$ and to its parent $p(v)$. Clearly, $p(v)$ cannot be a new vertex introduced in step 2. By condition $(i - 1)$, $p(v)$ had more than one child. Since $p(v)$ remains the parent of $v$ after step 2, the label of the edge $(p(v), v)$ does not have a common prefix of length $\frac{5}{2}$ with any of its sibling edges. Therefore, after the execution of step 2, $p(v)$ is of outdegree larger than 1; hence, step 3 cannot apply to $p(v)$.

Several important implementation details have to be explained before we can determine the complexity bounds of Algorithm 7.8. Our goal is to allow the implementation of this algorithm in $O(1)$ time, with a total of $O(n)$ operations, which will allow the suffix tree to be constructed in $O(n \log n)$ time, using $O(n \log n)$ operations. We discuss the implementation of each step of the algorithm separately.

Implementation of Step 1. The purpose of step 1 is to generate for each $u_i$ an identifier $j_{id}$ to its equivalence class. Let $(s_i, l_i)$ be the descriptor of $u_i$ (a slight abuse of the notation introduced earlier). Hence, the label of the edge $(v, u_i)$ is equal to the substring of $X$ of length $l_i$, starting at location $s_i$. Let $q = k - i$ (where $n = 2^k$), and hence $2^q = \frac{n}{2}$. We set $j_{id} = ID[i, q]$. Recall that $ID[s, q]$ is a descriptor of the substring of length $2^q$ starting at $s$. Hence, all vertices $u_i$ with a common prefix of length $2^q$ will get the same $j_{id}$ value. Clearly, this step can be implemented in $O(1)$ time, using $O(n)$ operations.

At this point, we recommend that you attempt to solve Exercise 7.27. This exercise will help you to understand the implementation of step 2, described next.

Implementation of Step 2. The purpose of step 2 is to create a new vertex $v'$, which will be the parent of all vertices belonging to the same equivalence class $C_j$, for each $j$ such that $|C_j| > 1$. This task can be done as follows.

![Figure 7.9](image_url)

Generation of a suffix tree by Algorithm 7.8. (a) The initial tree $T_0$ corresponding to $X = abbabba\#$. (b) Tree $T_1$ generated during the first iteration. The unlabeled edges retain their initial labeling.
We set $OUT_{e}(j_{id}) = u_{i}$, for each $u_{i}$, where $j_{id}$ is as introduced in the implementation of step 1. Now all vertices $u_{i}$, say $u_{i_{1}}, \ldots, u_{i_{n}}$, with the same $j_{id}$ value—say, $a$—will attempt to write into the same location of $OUT_{e}$. Since a concurrent write can be detected easily whenever it occurs, we can then set $p(u_{i_{m}}) = v'$, where $v'$ is a new vertex, for $1 \leq m \leq t$, and set $p(v') = v$. The descriptor of $v'$ is clearly $(a, 2^{n})$, whereas the descriptor of each $u_{i_{m}}$ is adjusted to $(s_{i_{m}} + 2^{n}, t_{i_{m}} - 2^{n})$ (that is, the suffix of the old label starting at location $s_{i_{m}} + 2^{n}$). Now we set $OUT_{e}(a) = v'$, and $OUT_{e}(j_{id}) = u_{i_{m}}$, where $j_{id} = ID[s_{i_{m}} + 2^{n}, q]$; that is, $j_{id}$ corresponds to the descriptor of the second portion of the prefix of $u_{i_{m}}$ of length $2^{n+1}$ (recall that $2^{n} = \frac{n}{2}$, and hence $2^{n+1} = \frac{n}{2^{2}}$).

No concurrent write occurs here, since no sibling edges are supposed to have a common prefix of length $2^{n+1}$. It is not difficult to verify that step 2 can be implemented in $O(1)$ time using $O(n)$ operations.

**Implementation of Step 3.** The implementation of step 3 is straightforward. Let $p(v) = v$. We make $w$ the parent of $v'$ and adjust $OUT_{e}$ as follows. Let $j = ID[s_{i_{m}}, q]$; then, set $OUT_{e}(j) = v'$. The descriptor stored in $v'$ is given by $(s_{i_{m}} + 2^{n}, t_{i_{m}})$, where $(s_{i_{m}}, t_{i_{m}})$ is the descriptor stored in $v$. Again, this step can be implemented in $O(1)$ time, using a linear number of operations.
Using the preceding observations, we obtain the following theorem.

**Theorem 7.6:** We can construct the suffix tree of a string of length $n$ in $O(\log n)$ time, using a total of $O(n \log n)$ operations.

**PRAM Model:** A concurrent-write capability of the arbitrary type was clearly exploited in the implementation of the suffix-tree construction. Hence, Algorithm 7.8 runs on the arbitrary CRCW PRAM.

**Remark 7.7:** The algorithm for constructing the suffix tree of a string was given in the work-time presentation framework. The corresponding processor-allocation problem is not straightforward. The details are left to Exercise 7.26.

### 7.6 Applications of Suffix Trees

In this section, several applications of suffix trees are sketched. The basic framework is to preprocess a given string $X$ so as to be able to answer queries concerning substrings of $X$ very quickly.

For simplicity, the last character of $X$ is assumed to be $\#$, a delimiter that does not appear anywhere else. We begin with the on-line string-matching problem.

#### 7.6.1 ON-LINE STRING MATCHING

Our problem is to preprocess the string $X$ so that we can quickly answer queries of the following form, “Does a string $Y$ occur in $X$?”

Let $|Y| = m$. Clearly, each query involving $Y$ requires $\Omega(m)$ operations, since $Y$ is not available for preprocessing, and hence all the characters of $Y$ have to be examined. We aim to handle each such query in $O(\log m)$ time, using $O(m)$ operations, independent of the length of the string $X$. We shall show next that this goal is indeed possible to attain using suffix trees.

Since $X$ is available for preprocessing, we construct the suffix tree $T_X$ associated with $X$. During the process of constructing $T_X$ we save the following information:

1. All the $\log n$ arrays $BB$ used in Algorithm 7.7
2. All the intermediate trees $T_0, \cdots, T_{\log n}$, including the vectors $OUT$ used to define the list corresponding to the children of $v$ for each $T_i$

The preprocessing requires $O(\log n)$ time, using a total of $O(n \log n)$ operations, where $|X| = n$.

The processing of on-line string-matching queries begins by assigning names to some substrings of $Y$ that are consistent with the ID names used for the substrings of $X$. We can do this assignment by using the same $BB$ arrays introduced in Algorithm 7.7.

For $q = 0, 1, \cdots, \log m$, we assign names to all substrings of $Y$ that are of length $2^q$ and that begin at positions $i$ where $i = j \mod (2^q)$ such that $i + 2^q \leq m$. We store the corresponding names in $PID[i, q]$, which is the analog of the array $ID$ introduced for the string $X$. The total number of substrings of $Y$ involved in this process is $O(\sum_{n=0}^{\log m} 2^q) = O(m)$.

This assignment results in the following important fact. The names of two identical substrings of length $2^q$, one from $X\#$ and the other from $Y$, are equal.

The described initial step of the query processing clearly can be done in $O(\log m)$ time, using a total of $O(m)$ operations.

A sequential algorithm to process the on-line string-matching query proceeds top-down, starting from the root of $T_X$. We follow the longest path leading to a node $v$ such that $v$ is the locus of $Y$, if such a node exists. Recall that the locus of $Y$ is the node $v$ of $T_X$ such that $Y$ is a prefix of $W(v)$, where $W(v)$ is the string we obtain by concatenating the labels on the path from the root to $v$, and $W(p(v))$ is a proper prefix of $Y$. Clearly, the answer to the query is yes if $v$ exists, and no otherwise. This top-down traversal seems difficult to implement in parallel efficiently. We describe a different method that is reminiscent of binary search.

Our goal is to identify a node $v \in T_X$, if it exists, such that $Y$ is a prefix of $W(v)$, but $W(p(v))$ is a proper prefix of $Y$ (that is, $v$ is the locus of $Y$ in $T_X$). Clearly, $Y$ occurs in $X$ if and only if such a node $v$ exists. To locate $v \in T_X$, we will determine $O(\log m)$ intermediate nodes in the trees $T_i$'s that will lead to $v$ (if it exists). We begin by figuring out the first node to be explored.

Consider an arbitrary tree $T_i$, for some $0 \leq i \leq \log n$. The length of the label of each edge of $T_i$ is $\geq \frac{n}{2^i}$. In addition, no sibling edges can have a common prefix of length $\frac{n}{2^i}$.

Let $l_0 = \log n - \log m$. We know that the prefixes of the edge labels of length $\frac{n}{2^i} = 2^{l_i}$ must all be distinct in $T_{l_0}$. Hence, there exists at most one child $u$ of the root $r$ of $T_{l_0}$ such that $Y(1 : 2^{l_i})$ is a prefix of the label of $(r, u)$. If no such node exists, then $Y$ cannot appear in $X$. Otherwise, this node can be identified by $OUT_i(j)$, where $j = PID[l_1, l_0 \log m]$. The node $u \in T_{l_0}$ will be our first approximation to the desired node $v \in T_X$. Node $u$ and the remaining suffix $Y'$ of $Y$ will be the input parameters for the next step. The details follow:

**Step 1.** Let $l_0 = \log n - \log m$, and let $j = PID[l_1, \log m]$. We check the entry $OUT_i(j)$:

1. $OUT_i(j)$ is "empty." Since $OUT_i$ has not been initialized, $OUT_i(j)$ may contain some garbage data. We can check this condition in a
straightforward manner using the prefix $Y(1:2^{\log m_1})$. If $OUT_i(j)$ is empty we conclude that the prefix $Y(1:2^{\log m_1})$ does not appear in $X$. Therefore, the answer to the query is no.

2. $OUT_i(j) = \varnothing$. Let $(s, l_u)$ be the descriptor of $u$. If $l_u > 2^{\log m_1}$ (and thus $l_u \geq 2^{\log m_1} + 1$), then $Y$ appears in $X$ if and only if $Y$ is a prefix of the substring of $X$ of length $l_u$ starting at $s$. In this case, the occurrence of $Y$ can be checked in a straightforward manner in $O(1)$ time, using $O(m)$ operations. Otherwise, $l_u \leq 2^{\log m_1}$, and hence the label of the edge $(v, u)$ is identical to the prefix $Y(1:2^{\log m_1})$.

Node $u$ and the remaining suffix $Y'$ of $Y$ (beginning at position $2^{\log m_1} + 1$) will be the input parameters of the next step.

Step 2. This step takes a node $u \in T_n$ and $Y'$ as input and finds the desired node $v \in T_X$, if it exists, in at most $\log m_1$ iterations.

Iteration $q$ ($q = 1, 2, \ldots, \log m_1$). Let $u \in T_{n+q-1}$ and $Y'$ be the input parameters to iteration $q$. The goal is to find whether $Y'$ follows an occurrence of $W(u)$. Consider the tree $T_{n+q}$. There are two possibilities:

1. The node $u$ appears in $T_{n+q}$. There are two subcases that might arise. The first is where $|Y'| < \frac{n}{2^{n+q}}$, in which case we do nothing and proceed to the next iteration using the same input parameters. The second subcase is where $|Y'| \geq \frac{n}{2^{n+q}}$. Suppose that $Y'$ starts at position $p$ of $Y$, and set $j = PID[p, i_0 + q]$. We examine $OUT_u(j)$ as in step 1.

2. The node $u$ does not appear in $T_{n+q}$. Thus, the labels of all the outgoing edges of $u$ in $T_{n+q-1}$ had the same prefix—say, $z$—of length $n$. Therefore, the creation of a new node $u'$ in $T_{n+q}$. The node $u'$ and the parent $p(u)$ of node $u$ in $T_{n+q-1}$ appear in $T_{n+q}$. Again, two subcases might arise. The first subcase is when $|Y'| < \frac{n}{2^{n+q}}$. The string $Y$ occurs in $X$ if and only if $Y'$ is a prefix of $z$. Using the descriptor stored in $u'$, we can check that $Y'$ is a prefix of $z$ with a straightforward algorithm in $O(1)$ time, using $O(m)$ operations. The second subcase occurs where $|Y'| \geq \frac{n}{2^{n+q}}$. We can check whether $z$ is a prefix of $Y'$ by using the two arrays $ID$ and $PID$. A negative answer implies that $Y$ cannot occur in $X$. Otherwise, we can proceed to the next iteration, using the node $u'$ and the remaining suffix of $Y'$ as the input parameters.

We summarize our results concerning the on-line string-matching problem in the following theorem, whose proof follows from the preceding discussion.

**Theorem 7.7:** The on-line string-matching query can be processed in $O(\log m)$ time, using $O(m)$ operations, where the string $Y$ is of length $m$. The preprocessing algorithm of the text string $X$ takes $O(n \log n)$ time, using $O(n \log n)$ operations, where $n$ is the length of $X$.

### 7.6.2 Longest Repeated Substring

The problem is to find the longest substring of $X$ that occurs more than once.

The preprocessing algorithm consists of building the suffix tree $T_X$ associated with $X$, and computing $|W(v)|$ for each node $v \in T_X$. The actual computation of $|W(v)|$, $v \in T_X$, can be performed with the pointer-jumping technique (Section 2.2). This amount of preprocessing takes $O(\log n)$ time, and uses $O(n \log n)$ operations.

The answer to the longest-repeated-substring query is an internal node $u$ such that $|W(u)| = \max_{v \in F(u)} |W(v)|$. Recall that the problem of computing the maximum of $n$ elements can be solved in $O(n \log n)$ time, using a linear number of operations, on the common CRCW PRAM (Section 2.6). Therefore, the processing of the longest repeated substring query can be performed in $O(\log n)$ time, using a linear number of operations.

### 7.6.3 Substring Identifiers

Our goal is to preprocess the string $X$ such that we can answer the following type of queries in constant time: "Given $i$, determine a substring identifier for position $i$ of $X".

We simply construct the suffix tree $T_X$ during the preprocessing phase. Given $i$, we can locate the leaf $v$ of $T_X$ associated with the suffix $X[i:n]$ in $O(1)$ sequential time. The answer is the concatenation of $W(p(v))$ and the first character in the label of $(p(v), v)$.

The preprocessing algorithm can be implemented in $O(n \log n)$ time, using a total of $O(n \log n)$ operations, whereas a substring identifier query can be answered in $O(1)$ sequential time.

The processing for a query about the longest common prefix is left to Exercise 7.29.

### 7.7 Summary

We have examined in this chapter strings and related basic computational problems. We have shown how to exploit the periodicities of strings to design efficient algorithms for several problems.
efficient parallel algorithms. Our solution to the string-matching problem proceeded in two phases, consisting of a pattern-analysis phase and a text-analysis phase. The dual function was used to disqualify many candidate positions during the text-analysis phase, and to generate the WITNESS array during the pattern-analysis phase. As a result, we were able to describe an optimal logarithmic-time parallel algorithm for the string-matching problem. The approach followed is quite different from the one used by the well-known sequential algorithms for string matching.

We have also introduced the suffix tree of a string, which is a powerful data structure that can be used for manipulating substrings of a given string. The construction of the suffix tree of a string of length $n$ can be accomplished in $O(n \log n)$ time, using $O(n \log n)$ operations. Several string-processing tasks using suffix trees were used to illustrate the usefulness of this data structure.

A summary of the algorithms described in this chapter are given in Table 7.1. Randomized algorithms for string matching will be described in Chapter 9.

### Exercises

#### 7.1. Let $X$ be the string $X = abaababaabaab$ over the alphabet $\Sigma = \{a, b\}$.

- **a.** Determine all the periods of $X$.
- **b.** Determine a WITNESS array for $X$.
- **c.** For each prefix of $X$, determine its period.

#### 7.2. a. Let $X(1 : m)$ be a string with period $p$. Can the substring $X(1 : p)$ be periodic?

- **b.** Suppose that $X = u^k u'$, where $|u| = p$ and $|u'| < p$. Can the substring $u'$ have a period $< p$?

#### 7.3. Let $X$ and $Y$ be two arbitrary strings, and let $p$ be the period of $X$. Suppose that $X$ occurs at positions $i$ and $j$ of $Y$, but $X$ does not occur at positions $i + p$ or $j + p$. Show that $|i - j| \geq |X| - p$.

#### 7.4. Let $S(1 : m)$ be a string, and let $S(1 : m')$ be a proper prefix of $S$. Suppose that $p$ is the period of $S(1 : m')$, but $p$ is not a period of $S(1 : m)$. Show that any period $q$ of $S(1 : m)$ satisfies $q > m' - p$.

#### 7.5. Consider the Fibonacci strings defined over the alphabet $\Sigma = \{a, b\}$:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Section</th>
<th>Time</th>
<th>Work</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1 dual</td>
<td>7.1.2</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>EREW</td>
</tr>
<tr>
<td>7.2 Text Analysis</td>
<td>7.3.1</td>
<td>$O(\log m)$</td>
<td>$O(n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Nonperiodic Pattern</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.3 Text Analysis</td>
<td>7.3.2</td>
<td>$O(\log m)$</td>
<td>$O(n)$</td>
<td>CREW</td>
</tr>
<tr>
<td>Periodic Case</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4 KMP String Matching</td>
<td>7.3.4</td>
<td>$O(n)$</td>
<td>—</td>
<td>Sequential Algorithm</td>
</tr>
</tbody>
</table>
7.10. **a.** Let \( M \) be a Boolean array of size \( m \). Given an integer \( k < m \), consider the problem of computing a Boolean array \( M' \) of the same size such that \( M'(i) = 1 \) if and only if \( M(i) = M(i + 1) = \cdots = M(i + k) = 1 \). Carefully explain how to compute \( M' \). Your algorithm must use \( O(m) \) operations. The running time of your algorithm should be \( O(\log m) \) for the EREW PRAM model.

**b.** Develop an \( O(\log k) \) time algorithm to compute \( M' \) on the EREW PRAM. Your algorithm must use \( O(n) \) operations.

7.11. Show that the algorithm to reduce the periodic to the nonperiodic case (Algorithm 7.3) can be implemented in \( O(1) \) time on the common CRCW PRAM, if we exclude step 1.

7.12. Given a symbol \( c \) from an alphabet \( \Sigma \), a scaling of \( c \) by a multiplicative factor \( k \) is the string \( cc \ldots c \), repeated \( k \) times. We denote the resulting string by \( c^k \). The scaling by a factor of \( k \) of a string \( X \) is the string \( X(1)^kX(2)^k\ldots X(n)^k \), where \( n \) is the length of \( X \).

Develop an algorithm to identify all the positions in a text string \( T(1:n) \), where a match of a pattern string \( P \) scaled to \( k \) occurs. Your algorithm should run in \( O(\log m) \) time, using a linear number of processors. **Hint:** Represent a string by a set of symbols, where no two consecutive symbols are identical, and by a corresponding set of integers.

7.13. Let \( X \) be a string of length \( m \). Consider the problem of computing the function \( \delta : \{1, 2, \ldots, m\} \rightarrow \{0, 1\} \) such that \( \delta(i) = 1 \) if and only if \( X(i : m) = X(1 : m - i + 1) \).

**a.** Specify all locations for which \( \delta(i) = 1 \).

**b.** Develop an optimal parallel algorithm to compute \( \delta \). Handle with care the substring \( X(m - p : m) \), where \( p \) is the period of \( X \). Do not make any assumptions about the alphabet.

7.14. Let \( X \) and \( Y \) be two strings of length \( m \) over an alphabet \( \Sigma \). Let \( i \) be an index such that \( X(i : m) = Y(1 : m - i + 1) \). What is the smallest \( j > i \), if it exists, that satisfies \( X(j : m) = Y(1 : m - j + 1) \)? Given such an index \( i \), develop an optimal parallel algorithm to identify all the indices \( j > i \) satisfying \( X(j : m) = Y(1 : m - j + 1) \) by using the results established in Exercise 7.13.

7.15. Does the simple pattern-analysis algorithm (Algorithm 7.5) generate the smallest \( k \) such that \( WITNESS(i) = k \) if and only if \( P(k) = P(i + k - 1) \), whenever \( WITNESS(i) = 0 \)? Explain your answer.

7.16. Modify the simple pattern-analysis algorithm (Algorithm 7.5) to handle the case when the length of the pattern is not necessarily a power of 2. Also, explain how to set up the information regarding the candidates in each block so that they can be identified in \( O(1) \) sequential time.

7.17. Establish the correctness of the algorithm for the computation of the failure function (Algorithm 7.6).

7.18. The pattern-analysis algorithm described in Section 7.4.2 to generate the array \( WITNESS \) of a pattern string of length \( m \) can be modified to run in \( O(\log \log m) \) time.

**a.** Show how this modification can be achieved. **Hint:** At the \( i \)th stage, consider blocks of size \( k_i = m^{i - 1} - 1 \). Compute \( s_{i-1}^k \) witness values in the first \( k_i \)-block. Handle the remaining blocks in \( O(1) \) time using duels.

**b.** Can you make your algorithm optimal? Explain your answer.

7.19. This exercise introduces the notion of a deterministic sample of a pattern string \( P \), which characterizes, in a certain sense, the occurrences of \( P \) in a text.

Let \( P \) be nonperiodic of length \( m \), assumed to be even. Imagine that \( \frac{m}{2} \) copies of \( P \), denoted by \( P_1, P_2, \ldots, P_{\frac{m}{2}} \), are placed on top of each other, each shifted one position to the right from the copy directly below it (see Fig. 7.10).

**a.** Show that there exist a copy \( P_s \) and a set of indices \( \{s_1, s_2, \ldots, s_{\frac{m}{2}}\} \), where \( \frac{m}{2} < s \), such that, for any \( i \neq s \), there is a mismatch between the copies \( P_s \) and \( P_i \) in at least one of the locations \( s_1, s_2, \ldots, s_{\frac{m}{2}} \) of \( P_s \).

**Hint:** Start by considering \( P_1 \) and \( P_\frac{m}{2} \). Clearly, \( WITNESS(\frac{m}{2}) = k = 0 \). Look at the column going through locations \( k \) of \( P_\frac{m}{2} \) and \( \frac{m}{2} + k - 1 \) of \( P_1 \). At least one-half of the copies will disagree with one of the two corresponding characters.

![Figure 7.10](image-url)  
A layout of the \( \frac{m}{2} \) copies of the pattern \( P \) for defining a deterministic sample.
b. Develop an \(O(\log^2 m)\) time algorithm to determine \(P\), and the corresponding indices. Your algorithm must be optimal. What is the weakest PRAM model required?

The set of indices \(\{s_1, s_2, \ldots, s_t\}\) will be called a **deterministic sample** of \(P\).

7.20. The notion of a deterministic sample of a nonperiodic pattern was introduced in Exercise 7.19. Develop an \(O(1)\) time algorithm to find all the occurrences of \(P\) in a text \(T(1 : n)\) based on this notion. Your algorithm should use \(O(n \log m)\) operations.

7.21. a. *Refine the algorithm that you developed in Exercise 7.20 to obtain an \(O(\log m)\) time optimal algorithm for string matching based on the notion of a deterministic sample.*

b. *Can you make your algorithm run in \(O(\log^* m)\) time while preserving optimality?*

7.22. This exercise requires some understanding of regular expressions and their relationship to finite automata. Let \(\alpha\) be a regular expression over the alphabet \(\Sigma\). A classic result shows how to construct a nondeterministic finite automaton \(M\) that accepts the language denoted by \(\alpha\) such that the number of states of \(M\) is no larger than \(2|\alpha|\), where \(|\alpha|\) is the number—say, \(n\)—of symbols in \(\alpha\).

Develop a parallel algorithm to construct \(M\) in \(O(\log n)\) time, using a linear number of operations. Represent \(M\) by a directed graph whose vertices are the states—say, 1, 2, \ldots, \(m\)—and whose arcs define state transitions. Assume that \(\alpha\) is given in an array of length \(n\). *Hint: Start by finding the tree representation of \(\alpha\) using Exercise 3.32.*

7.23. Consider the following three edit operations on a string \(X\): (1) deleting a character \(a\) from \(X\) with cost \(D(a)\), (2) inserting a character \(a\) between two consecutive locations of \(X\) at a cost \(I(a)\), and (3) substituting some occurrence of \(a\) of \(X\) with an occurrence of \(b\) at a cost \(S(a, b)\).

The **string-editing problem** for input strings \(X\) and \(Y\) is to find a minimum-cost sequence of edit operations that will transform \(X\) into \(Y\). Let \(C(i, j)\) be the minimum cost of transforming \(X(1 : i)\) into \(Y(1 : j)\), and let \(|X| = n\) and \(|Y| = m\).

a. Show that

\[
C(i, j) = \min \begin{cases} C(i - 1, j - 1) + S(X(i)), Y(j)) \, \text{if } i > 1, j > 1 \\ C(i - 1, j) + D(X(i)) \, \text{if } i > 1, j = 1 \\ C(i, j - 1) + I(Y(j)) \, \text{if } i = 1, j > 1 \\ C(i - 1, j - 1) + I(Y(j)) \, \text{if } i = 1, j = 1 \end{cases}
\]

for all \(1 \leq i \leq n\), and \(1 \leq j \leq m\).

b. The table \(C(n, m)\) can be represented by a graph \(G = (V, E)\) such that each entry \(C(i, j)\) is represented by a vertex \(v_{i,j}\) with three (or fewer) incoming arcs from \(v_{i-1,j-1}, v_{i-1,j}\) and \(v_{i,j-1}\), whenever they exist. Deduce an \(O(\log^2 (nm))\) time algorithm to compute the array \(C\). What is the total number of operations used?

c. You can improve the efficiency of the algorithm from part (b) by using a divide-and-conquer strategy to determine the desired shortest path in \(G\). Assuming \(n = m\), develop such a parallel algorithm that uses \(O(n^2 \log n)\) operations. *Hint: Consider shortest paths from a vertex \(v_{1,1}\) to vertices \(v_{n,j}\). Establish the order of the \(v_{n,j}\) implies a similar order on the vertices of the paths determined by a horizontal cut.*

7.24. Show how to reduce the space used by Algorithm 7.7 from \(O(n^2)\) to \(O(n^{1+\epsilon})\), for any fixed \(0 < \epsilon \leq 1\). The asymptotic complexity bounds must stay the same. *Hint: Express \(k_2\) by its representation in the base \(n^\epsilon\), assuming \(n^\epsilon\) to be an integer, in \(\frac{1}{2}\) steps. Use a new \(BB\) array of size \(n^\epsilon \times (n^{1+\epsilon})\).*

7.25. Suppose you are given an algorithm \(A\) that computes a one-to-one function \(F\) from a set of \(n\) numbers in the range \([1, m]\) into the range \([1, 10n]\). Such a function \(F\) is called a perfect hash function. The space used by the algorithm \(A\) is \(O(n)\). Show that \(A\) can be used to reduce the space of the suffix-tree construction to \(O(n)\).

7.26. a. Solve the processor allocation problem corresponding to Algorithm 7.7, assuming that there are \(n\) processors available.

b. Solve the processor allocation problem corresponding to Algorithm 7.8, assuming that, at the beginning of the \(i\)th iteration, a processor is allocated to every edge of \(T_{i-1}\), and that, when the algorithm terminates, a processor must be allocated to every edge of \(T_i\).

7.27. Let \(T = (V, E)\) be a rooted tree such that each vertex \(v\) is labeled with an integer \(l(v) \in \{1, 2, \ldots, q\}\). The tree \(T\) is represented by an array \(F\) such that \(F(v)\) is the parent of \(v\), \(1 \leq v \leq n\), and \(F(v) = 0\) in the case that \(v\) is the root. Consider the problem of transforming \(T\) into another tree \(T'\) as follows. Let \(u_1, u_2, \ldots, u_m\) be the children of a vertex \(v\). Let \(C_1, C_2, \ldots, C_i\) be the partition of the \(u_i\)'s induced by the labeling function. For each \(C_i\), create a new vertex \(w_i\), \(1 \leq i \leq m\), and make \(w_i\) the parent to all vertices in \(C_i\). Make \(v\) the parent of all the \(w_i\)'s. This process is supposed to be performed on all the vertices of \(T\) to obtain \(T'\).

a. Develop an \(O(\log n)\) time CREW PRAM algorithm to transform \(T\) into \(T'\). What is the space needed by your algorithm?

b. Develop an \(O(1)\) time CREW PRAM algorithm to accomplish the same transformation. Carefully handle the creation of new vertices. What is the space needed? *Hint: Imagine a processor standing next to each vertex of \(T\).*

7.28. Let \(X\) be a string, and let \(T_X\) be the corresponding suffix tree. Each vertex \(v\) contains a descriptor \((s, l_v)\) representing the label of the edge directed toward \(v\). You are asked to compute \(|W(v)|\), for each vertex \(v\),
where \( W(y) \) is the substring obtained by concatenating the labels of the edges on the path from the root to \( v \). Develop an \( O(\log n) \) time algorithm to compute these values, where \( n \) is the number of vertices in \( T_x \). What is the total number of operations used? Which PRAM model is used?

7.29. a. Show that the suffix tree \( T_x \) of a string \( x \) can be used to answer a longest-common-prefix query: Given two substrings \( u \) and \( v \) of \( x \), find their longest common prefix. What are the complexity bounds of your algorithm, ignoring the bounds required for preprocessing?

b. Suppose that \( u \) and \( v \) are suffixes of \( x \). How quickly can you process the longest-common-prefix query?

c. Generalize your algorithms to the case where you are given a set of strings and you wish to handle longest-common-prefix queries on their substrings.

7.30. Modify the on-line string-matching algorithm described in Section 7.6.1 such that it finds all the occurrences of the pattern. What are the corresponding complexity bounds of your algorithm?

7.31. Let \( X \) and \( Y \) be two strings of length \( m \) over the alphabet \( \Sigma = \{1, 2, \ldots, m\} \). Let \( S \) be the set of the \( m \) prefixes of \( X \) and the \( m \) suffixes of \( Y \).

a. Develop an algorithm to compute the characteristic function \( x: S \rightarrow \{1, 2, \ldots, 2m\} \) such that two strings are mapped into the same value if and only if they are equal. Your algorithm should run in \( O(\log m) \) time. What is the total number of operations used?

b. Use the characteristic function to determine the bit vector \( \delta(1:m) \) such that \( \delta(i) = 1 \) if and only if \( x(i:m) = y(1:m-i+1) \), \( 1 \leq i \leq m \).

This problem is referred to as the suffix-prefix-matching problem.

7.32. Develop a linear time-sequential algorithm to solve the suffix-prefix-matching problem introduced in Exercise 7.31, without any assumption on the input alphabet. Hint: Use a strategy similar to that used in the KMP string-matching algorithm (Algorithm 7.4).

7.33. Use the algorithm for the suffix-prefix-matching problem introduced in Exercise 7.31 to solve the string-matching problem. The complexity bounds of the resulting algorithm should be dominated by those of the algorithm to solve the suffix-prefix-matching problem.

7.34. Let \( T(1:n) \) and \( P(1:m) \) be a text string and a pattern string, respectively, \( m \leq n \). Let \( S \) be a substring of \( T \). The edit distance \( d(S, P) \) between \( S \) and \( P \) is the minimum number of edit operations required to transform \( S \) into \( P \). Edit operations were introduced in Exercise 7.23.

Consider the problem of identifying all the substrings \( S \) of \( T \) such that \( d(S, P) \leq k \), where \( k \) is an input parameter. Each edit operation required represents a difference between \( S \) and \( P \). This problem is called string matching with \( k \)-differences.

7.35. Let \( T(1:n) \) be a text string, and let \( P_i(1:m_i), 1 \leq i \leq k \), be \( k \) patterns. The problem of multipattern string matching is to determine, for each position of the text, whether a pattern string occurs there. If a match exists, the index of a matching pattern should be reported. Show that the two-dimensional array-matching problem can be reduced to the multipattern string-matching problem. What are the resulting complexity bounds for the algorithm to solve the two-dimensional array-matching problem?
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Many numeric problems require an excessive number of arithmetic operations, a fact that provided an initial impetus for researchers to design and build parallel computers. In particular, computations involving matrices are of utmost importance due to their many uses in solving a wide variety of applied problems. In this chapter, we shall consider a number of polynomial and matrix computations, and shall present fast parallel algorithms to handle these computations. Unfortunately, some of the described algorithms use considerably more operations than do the corresponding best-known sequential algorithms, but the underlying techniques are important in their own right and can be used to solve many related problems.

We shall start by considering computations that can be expressed as linear recurrences, such as polynomial evaluation and banded triangular linear systems. Section 8.1 presents a logarithmic-time algorithm for solving first-order linear recurrences using a linear number of operations. Fast parallel algorithms for inverting triangular matrices and for solving banded triangular linear systems are described in Section 8.2. An optimal parallel implementation of the fast Fourier transform (FFT) in logarithmic time is presented in Section 8.3. Using the FFT algorithm, we develop fast parallel algorithms for polynomial multiplication and convolution (Section 8.4), Toeplitz matrix computations (Section 8.5), polynomial division (Section 8.6), and polynomial
evaluation and interpolation (Section 8.7). The amount of work required by each of these algorithms is asymptotically the same as that required by the corresponding best-known sequential algorithms. Fast parallel algorithms for general dense matrices are described in Section 8.8, followed in Section 8.9 by a presentation of specialized parallel algorithms for structured matrices and their application to the problem of computing the greatest common divisor.

We shall assume the arithmetic PRAM model, which allows "scalar" operations on elements drawn from an arbitrary ring or field as primitive operations. This chapter does not take into consideration issues related to bit operations or to finite-precision arithmetic.

### 8.1 Linear Recurrences

Many arithmetic computations can be iteratively such that the value $y_i$ generated at the end of the $i$th iteration is a linear combination of the values $y_{i-1}, y_{i-2}, \ldots, y_{i-m}$ generated in the previous $m$ iterations. Such computations, defined by a linear recurrence of order $m$, possess a straightforward efficient sequential implementation. We focus our attention in this section on the parallel implementation of first-order linear recurrences. We begin with a few examples of linear recurrences.

#### 8.1.1 EXAMPLES OF LINEAR RECURRENCES

The problems of evaluating a polynomial at a point, determining the LDU factorization of a tridiagonal matrix, and solving banded triangular linear systems give rise to linear recurrences as we show next.

**Polynomial Evaluation.** Let $A = (a_0, a_1, \ldots, a_n)$ be an array representing the coefficients of the polynomial $p(x) = a_0 x^n + a_1 x^{n-1} + \cdots + a_{n-1} x + a_n$. We wish to compute $p(x_0)$, where $x_0$ is a given point.

*Horner's algorithm* is the classic method for computing $p(x_0)$ using $n$ multiplications and $n$ additions. This method is based on rewriting the expression of $p(x_0)$ as follows:

$$p(x_0) = (\cdots ((a_n x_0 + a_1) x_0 + a_2) x_0 + \cdots + a_{n-1}) x_0 + a_n.$$

Hence, we can obtain $p(x_0)$ by computing the innermost term $y_1 = a_0 x_0 + a_1$, then the next innermost term $y_2 = a_1 x_0 + a_2$, and so on, until we get $p(x_0) = y_n$.

This method can be expressed by the following linear recurrence:

$$y_0 = a_0$$

$$y_i = y_{i-1} x_0 + a_i, \quad 1 \leq i \leq n.$$

This recurrence is a first-order linear recurrence since $y_i$ depends on only $y_{i-1}$.

**LDU Factorization of a Tridiagonal Matrix.** Consider the $n \times n$ nonsingular tridiagonal matrix $A$ given by

$$A = \begin{bmatrix} b_1 & c_1 & & & & \\ a_2 & b_2 & c_2 & & & \\ & a_3 & b_3 & c_3 & & \\ & & \ddots & \ddots & \ddots & \\ & & & a_{n-1} & b_{n-1} & c_{n-1} \\ & & & & a_n & b_n \end{bmatrix}.$$ We seek the LDU factorization of $A$—that is, the determination of a unit lower triangular matrix $L$, a diagonal matrix $D$, and a unit upper triangular matrix $U$ such that $A = LU$. It is simple to verify that the matrices $L$, $D$, and $U$ can be specified as follows:

$$L = \begin{bmatrix} 1 \\ l_2 & 1 \\ \vdots & \ddots & \ddots \\ l_n & \cdots & \cdots & 1 \end{bmatrix}$$

$$U = \begin{bmatrix} 1 & u_1 & & & & \\ 1 & u_2 & & & & \\ \vdots & \ddots & \ddots & \ddots & & \\ 1 & \cdots & \cdots & \cdots & 1 & u_{n-1} \\ & & & \cdots & \cdots & 1 \end{bmatrix}$$

$$D = \begin{bmatrix} d_1 \\ d_2 & & & & \\ \vdots & \ddots & \ddots & & \\ & \cdots & \cdots & \ddots & \\ & & & \cdots & d_n \end{bmatrix}.$$
where
\[ d_1 = b_1 \]
\[ d_j = b_j - a_j c_{j-1} / d_{j-1}, \quad 2 \leq j \leq n \]
\[ l_j = a_j / d_{j-1}, \quad 2 \leq j \leq n \]
\[ u_j = c_j / d_j, \quad 1 \leq j \leq n - 1. \]

Clearly, the values of the terms \( l_j \) and \( u_j \) can be deduced immediately from the values of \( d_j \).

We let \( d_j = w_j / w_{j-1} \), where \( w_0 = 1 \) and \( w_1 = b_1 \). Substituting \( d_j = w_j / w_{j-1} \) and \( d_{j-1} = w_{j-1} / w_{j-2} \) in the equation \( d_j = b_j - a_j c_{j-1} / d_{j-1} \), we get
\[ w_j = b_j w_{j-1} - (a_j c_{j-1}) w_{j-2}. \]
Therefore, the sequence \( w_j \) is given by the following second-order linear recurrence:
\[ w_0 = 1 \]
\[ w_1 = b_1 \]
\[ w_j = b_j w_{j-1} - (a_j c_{j-1}) w_{j-2}, \quad 2 \leq j \leq n. \]

It follows that the LDU factorization of the tridiagonal matrix \( A \) reduces to solving a linear recurrence of order 2.

**Banded Triangular Linear Systems.** Let \( A \) be an \( n \times n \) lower triangular matrix such that all the nonzero entries of \( A \) lie on the main diagonal or on the \( m - 1 \) diagonals below it, for some integer \( m < n \). For example, the matrix \( A \) has the following form when \( m = 3 \):

\[
A = \begin{bmatrix}
  a_{11} & 0 & 0 & \cdots & 0 \\
  a_{21} & a_{22} & 0 & \cdots & 0 \\
  a_{31} & a_{32} & a_{33} & \cdots & 0 \\
  & \ddots & \ddots & \ddots & \ddots \\
  & & & \ddots & a_{n,n-2} \\
  & & & & a_{n,n-1} \\
  & & & & & a_{n,n}
\end{bmatrix}
\]

The solution to the linear system \( Ax = b \) can be expressed by the following recurrence:
\[ x_1 = \frac{b_1}{a_{11}} \]
\[ x_i = \frac{1}{a_{ii}} \left( \sum_{j=i-m+1}^{i-1} a_{ij} x_j + \frac{b_i}{a_{ii}} \right), \quad 2 \leq i \leq n. \]

We are assuming that all the entries whose indices fall outside the range \( [1, 2, \ldots, n] \) are equal to 0. Therefore, the solution of the banded triangular system \( Ax = b \) defines a linear recurrence of order \( m - 1 \).

### 8.1.2 First-Order Linear Recurrences

We begin by developing a simple optimal parallel algorithm to compute all the terms \( y_i \) defined by the first-order linear recurrence:
\[
y_1 = b_1 \\
y_i = a_i y_{i-1} + b_i, \quad 2 \leq i \leq n. \tag{8.1}
\]

At first glance, the iterative nature of the computation defined by Eq. 8.1 seems to indicate a limited degree of parallelism. A moment’s reflection reveals that the whole computation is similar to the prefix-sums computation (Algorithm 2.1) studied in Section 2.1. In fact, if \( a_i = 1 \) for all \( i \), then the \( y_i \) expressions are the prefix sums of the elements \( b_1, b_2, \ldots, b_n \). Now we will see how we can extend the prefix-sums algorithm to compute all the \( y_i \) terms defined by a first-order linear recurrence.

Let \( n = 2^k \) and let the index \( i \) be even such that \( 2 \leq i \leq n \). Then \( y_i = a_{i-1} y_{i-1} + b_{i-1} + b_i \), and hence \( y_i = a_{i-1} y_{i-1} + a_{i-1} b_{i-1} + b_i \). The resulting equations for even indices define a first-order linear recurrence of size \( n/2 \). More precisely, let \( a'_i = a_{2i-1} b_{2i-1} \) and \( b'_i = a_{2i} b_{2i-1} + b_{2i} \), for \( 1 \leq i \leq \frac{n}{2} \), and let \( z_i = y_{2i} \). Then, the \( z_i \) terms satisfy the following recurrence:
\[ z_1 = b_1 \]
\[ z_i = \frac{a_i}{a_i} z_{i-1} + b'_i, \quad 2 \leq i \leq n/2. \]

We can now compute all the \( z_i \) values recursively. Once these values are obtained, we immediately have all the \( y_i \) values, for even indices \( i \). If \( i \) is an odd index larger than 1, we can determine the \( y_i \) value by using the definition \( y_i = a_{i} y_{i-1} + b_{i} \). The formal statement of this algorithm follows.

**Algorithm 8.1**

(First-Order Linear Recurrence)

**Input:** Two arrays \( B = (b_1, b_2, \ldots, b_n) \) and \( A = (a_1 = 0, a_2, \ldots, a_n) \) representing the first-order linear recurrence \( y_1 = b_1 \) and \( y_i = a_i y_{i-1} + b_i, \quad 2 \leq i \leq n \); \( n \) is assumed to be a power of 2.

**Output:** The values of all the \( y_i \) terms.

**Begin**

1. if \( n = 1 \) then \{ set \( y_1 = b_1, \) exit \}
2. for \( 1 \leq i \leq \frac{n}{2} \) \{ pardo \}
   \[ \text{Set } a'_i = a_{2i} a_{2i-1} \]
   \[ \text{Set } b'_i = a_{2i} b_{2i-1} + b_{2i} \]
3. Recursively, solve the first-order linear recurrence defined by \( z_1 = b_1 \) and \( z_i = a'_i z_{i-1} + b'_i \), where \( 2 \leq i \leq n/2 \).

**End**
4. for $1 \leq i \leq n$ par do
  i even : Set $y_i = z_{i/2}$
  i = 1 : Set $y_1 = b_1$
  i odd > 1 : Set $y_i = a_i z_{(i-1)/2} + b_i$
end

**Example 8.1:**

Let $n = 8$ in the linear recurrence defined by Eq. 8.1. During the execution of step 2 of Algorithm 8.1, we compute $a_1 = a_2 = 0, b_1 = a_2 b_1 + b_2, a_3 = a_2 a_3 + b_3, a_4 = a_3 b_3 + b_4, a_5 = a_4 b_4 + b_5, a_6 = a_5 b_5 + b_6, a_7 = a_6 b_6 + b_7, a_8 = a_7 b_7 + b_8$. The algorithm is then called recursively to compute $z_1 = y_1, z_2 = y_2, z_3 = y_3, z_4 = y_4, z_5 = y_5, z_6 = y_6, z_7 = y_7, z_8 = y_8$. Executing step 2 again, we obtain $a_1 = a_2 a_1 = 0, b_1 = a_2 b_1 + b_2, a_3 = a_2 a_3 + b_3, a_4 = a_3 b_3 + b_4, a_5 = a_4 b_4 + b_5, a_6 = a_5 b_5 + b_6, a_7 = a_6 b_6 + b_7, a_8 = a_7 b_7 + b_8$. The algorithm is again called recursively. Hence, we get $a_1 = a_2 a_1 = 0$ and $b_1 = a_2 b_1 + b_2$. Now we have the value $a_2 = b_1$. You are encouraged to verify that $b_1$ is indeed the correct value of $z_8$. The process is now reversed. The value of $y_2$ is then computed, followed by the values of $y_3$ and $y_8$. Finally, we determine the values of $y_1, y_3, y_5$ and $y_7$ by using the definition of the linear recurrence.

**Theorem 8.1:** Algorithm 8.1 correctly computes the values of all the variables $y_i$, where $1 \leq i \leq n$. This algorithm can be implemented to run in $O(\log n)$ time, using a total of $O(n)$ arithmetic operations.

**Proof:** The correctness proof follows from the discussion preceding the statement of the algorithm. As for the complexity bounds, they can be estimated as follows.

Let $T(n)$ and $W(n)$ be the running time and the total number of operations required by Algorithm 8.1. Step 1 requires $O(1)$ sequential time. Step 2 can be performed in $O(1)$ time, using a total of $O(n)$ operations; step 3 is a recursive call that takes $T(n/2)$ time and uses $W(n/2)$ operations. Finally, step 4 can be executed in $O(1)$ time, using a total of $O(n)$ operations. Therefore, $T(n)$ and $W(n)$ satisfy the following recurrences:

$$T(n) = T(n/2) + O(1)$$
$$W(n) = W(n/2) + O(n).$$

Hence, $T(n) = O(\log n)$ and $W(n) = O(n)$, as stated in the theorem.

To account for polynomial evaluation (Section 8.1.1), we immediately obtain the following corollary to Theorem 8.1.

**Corollary 8.1:** Using Horner's algorithm (Section 8.1.1) to evaluate a polynomial of degree $n$ at a single point can be implemented to run in $O(\log n)$ time, using a total of $O(n)$ operations.

**PRAM Model:** It is easy to check that no simultaneous memory access is required to implement Algorithm 8.1 within the stated bounds. Therefore, this algorithm runs on the arithmetic EREW PRAM.

**8.1.3 Higher-Dimensional Linear Recurrences**

The scheme developed in Section 8.1.2 can be readily generalized to include first-order higher-dimensional linear recurrences.

Let $b_i.1 \leq i \leq n$ be a set of $m$-dimensional vectors, and let $A_i$ be an $m \times m$ matrix, where $2 \leq i \leq n$. Consider the linear recurrence defined by

$$y_1 = b_1$$
$$y_i = A_i y_{i-1} + b_i, 2 \leq i \leq n.$$  \hspace{1cm} (8.2)

As before, we reduce the problem to solving a linear recurrence defined on $y_2, y_3, \ldots, y_n$ by computing $A_{i-1} = A_2 A_{2-1}, \ldots, A_{n-1} = A_n b_{n-1}$. The vector $y_{2-1}$ is then defined by $y_{2-1} = A_2 y_{2-1} + b_2$. Once the vectors $y_2, y_3, \ldots, y_n$ have been determined, we can compute $y_m, y_{m+1}, \ldots, y_{n-1}$ directly from the definition of the linear recurrence, that is, $y_m = A_n y_m + b_m, y_{m+1} = A_{m+1} y_{m+1} + b_{m+1}, \ldots, y_{n-1} = A_{n-1} y_{n-1} + b_{n-1}$. In fact, the algorithm is identical to Algorithm 8.1, except that it uses matrices and vectors instead of scalars.

Before analyzing the complexity bounds of this scheme, let us recall from Section 5.5 that two $m \times m$ matrices can be multiplied in $O(\log m)$ time, using $O(M(m))$ operations, where $M(m)$ is the number of arithmetic operations required to compute the product of two $m \times m$ matrices sequentially. The current best known bound is $M(m) = O(m^{2.376})$ over a ring.

**Theorem 8.2:** The first-order linear recurrence defined by Eq. 8.2, where the matrices $A_i$ are each of dimension $m \times m$, and the vectors $y_i$ and $b_i$ are each of dimension $m$, can be computed in $O(\log n \log m)$ time, using a total of $O(nM(m))$ arithmetic operations, where $M(m)$ is the best known sequential bound for multiplying two $m \times m$ matrices.

**Proof:** The correctness proof follows by a simple induction on $n$.

Let $T(n, m)$ and $W(n, m)$ be the running time and the total number of operations required by the scheme described before the statement of the theorem. The algorithm consists of three main steps, each of which is analyzed separately.

- **Step 1:** This step involves the computation of $A_{i-1} = A_2 A_{2-1}, \ldots, A_{n-1} = A_n b_{n-1}$, for $1 \leq i \leq n/2$. The matrices $A_i$ can be computed in $O(\log m)$ time, using a total of $O(nM(m))$ operations, since the matrices involved are each of size $m \times m$; the vectors $b_i$ can be computed in $O(\log m)$ time, using $O(nm^2) = O(nM(m))$ operations.
Step 2: This step makes a recursive call to solve the linear recurrence defined by $y_{2i} = A_{2i}y_{2i-1} + b_{2i}$, which requires $T(n/2, m)$ time, using a total of $W(n/2, m)$ operations.

Step 3: This step computes $y_{2i+1} = A_{2i+1}y_{2i} + b_{2i+1}$, for each $i$ such that $1 \leq i \leq (n/2) - 1$. Hence, this step can be performed in $O(\log m)$ time, using $O(nm^2) = O(nM(m))$ operations.

Therefore, $T(n, m)$ and $W(n, m)$ satisfy the following recurrences:

\[
\begin{align*}
T(n, m) &= T(n/2, m) + O(\log m) \\
W(n, m) &= W(n/2, m) + O(nM(m)).
\end{align*}
\]

Since the solutions of these recurrences are $T(n, m) = O(\log n \log m)$ and $W(n, m) = O(nM(m))$, the theorem follows.

In many important cases, we can reduce the required number of operations, as will be shown in the next two examples.

**EXAMPLE 8.2:**

Suppose that all the matrices $A_i$ of Eq. 8.2 are equal to $A$ of size $n \times n$ (and hence $m = n$). In this case, $y_i = A^{i-1} b_1 + A^{i-2} b_2 + \cdots + A b_{i-1} + b_i$, for $1 \leq i \leq n$. During the first iteration, we compute $A_{1} = A_{2} = A_{3} = \cdots = A_{\lfloor n/2 \rfloor}$, and $b_{1} = A_{2} b_{1} + b_{2} = A_{3} b_{1} + b_{2} = \cdots = b_{\lfloor n/2 \rfloor} = A b_{\lfloor n/2 \rfloor} + b_{\lfloor n/2 \rfloor}$. Computation of the $b_i$ vectors can be expressed in the following matrix form (where $n$ is assumed to be a power of 2):

\[
[b_1, b_2, \ldots, b_{\lfloor n/2 \rfloor}] = A[b_1, b_2, \ldots, b_{n-1}] + [b_2, b_4, \ldots, b_n].
\]

It follows that this iteration can be done in $O(\log n)$ time, using $O(M(n))$ operations.

We can obtain the complete solution (step 4 of Algorithm 8.1) by using the same scheme sketched for computing the $b_i$ vectors. Therefore, the overall running time is $O(\log^2 n)$, and the total number of arithmetic operations is $O(M(n) \log n)$.

**EXAMPLE 8.3:** (Krylov Matrix)

Let $x$ be an arbitrary $m$-dimensional vector. Suppose that $b_1 = v, b_i = 0$ for $2 \leq i \leq n$, and $A_i = A$ in Eq. 8.2. Clearly, in this case, $y_i = A^{i-1}v$, for $1 \leq i \leq n$. The matrix $[v, Av, A^2v, \ldots, A^{n-1}v]$ is called the Krylov matrix defined by the matrix $A$, the vector $v$, and the integer $n$. This is a special case of the linear recurrence introduced in Example 8.2. Using the same scheme, we obtain an algorithm to compute the Krylov matrix in $O(\log n \log m)$ time, using a total of $O(M(m) \log n)$ operations, assuming $n \leq m$. The importance of the Krylov matrix will be revealed in Section 8.8.

Having considered first-order linear recurrences, we turn now to parallel algorithms for higher-order linear recurrences. We start with triangular linear systems.

### 8.2 Triangular Linear Systems

Solving a linear system of equations is one of the most fundamental problems in numeric computations. The classic Gaussian elimination scheme to solve an arbitrary linear system of equations reduces the given system to a triangular form and then generates the solution by using the standard forward substitution algorithm. Our goal here is to present a simple, fast parallel algorithm for solving triangular linear systems. The general case will be handled in Section 8.8.

Consider the linear system of equations $Ax = b$, where $x$ and $b$ are $n$-dimensional vectors, and $A$ is the following $n \times n$ unit lower triangular matrix:

\[
A = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix}
\]

For a given arbitrary nonsingular lower triangular system, we can make all the entries on the diagonal equal to 1 by dividing the $i$th equation by $a_{ii}$ whenever $a_{ii} \neq 1$, for $1 \leq i \leq n$. Hence, our assumption of a unit diagonal is not a restriction.

The simplest method to evaluate $x$ is perhaps to compute successively $x_1 = b_1, x_2 = b_2 - a_{21}x_1, x_3 = b_3 - a_{31}x_1 - a_{32}x_2, \ldots, x_n = b_n - \Sigma_{j=1}^{n}[a_{ij}x_j]$. This scheme clearly requires $O(n^2)$ arithmetic operations.

Unfortunately, such a simple method does not seem to lead to a fast parallel algorithm for computing all the $x_i$'s. An alternative method exists that can be implemented in $O(\log^2 n)$ time, but it requires $O(M(n))$ arithmetic operations.

### 8.2.1 A FAST PARALLEL MATRIX-INVERSION ALGORITHM

We shall use a simple divide-and-conquer strategy to invert the $n \times n$ unit lower triangular matrix $A$. Once $A^{-1}$ is generated, determining $x = A^{-1}b$ can be done in $O(\log n)$ time, using a total of $O(n^2)$ operations.
Let \( A \) be partitioned into \((n/2) \times (n/2)\) blocks as follows:

\[
A = \begin{bmatrix}
A_1 & 0 \\
A_2 & A_3
\end{bmatrix},
\]

where \( n \) is assumed to be a power of 2. Clearly, \( A_1 \) and \( A_3 \) are nonsingular, lower triangular matrices. Using straightforward matrix multiplication, it is easy to verify that \( AA^{-1} = I_n \), where \( I_n \) is the \( n \times n \) identity matrix and \( A^{-1} \) is given by

\[
A^{-1} = \begin{bmatrix}
A_1^{-1} & 0 \\
-A_3^{-1} A_2 A_1^{-1} & A_3^{-1}
\end{bmatrix}.
\]

Therefore, we can obtain the inverse of \( A \) by recursively computing the inverses of \( A_1 \) and \( A_3 \), and by performing two \((n/2) \times (n/2)\) matrix multiplications to generate the term \(-A_3^{-1} A_2 A_1^{-1}\). This divide-and-conquer method leads to the following theorem.

**Theorem 8.3:** An \( n \times n \) triangular linear system of equations can be solved in \( O(\log^2 n) \) time, using \( O(M(n)) \) arithmetic operations.

**Proof:** The time bound of \( O(\log^2 n) \) follows from the observation that the algorithm runs for \( O(\log n) \) iterations, each of which involves two matrix multiplications of size \( \leq n/2 \). As for the total number of arithmetic operations, they can be estimated as follows.

Let \( W(n) \) be the number of arithmetic operations needed to invert an \( n \times n \) lower triangular matrix. Then, \( W(n) \) satisfies the following recurrence:

\[
W(n) = 2W(n/2) + 2M(n/2).
\]

We can check that \( W(n) \leq M(n) \) satisfies this recurrence, if we make the reasonable assumption that \( M(n) \) satisfies the relation \( M(n) \geq 4M(n/2) \).

**PRAM Model:** Matrix multiplication is the basic routine used to obtain our desired solution. Hence, we need the arithmetic CREW PRAM model to implement this algorithm within the stated bounds.

Exercises 8.5 and 8.6 provide two other fast algorithms to invert lower triangular matrices.

### 8.2.2 Banded Triangular Linear Systems

One important special class of triangular systems arises in numerous applications. This class comprises the banded triangular linear systems, in which the coefficient matrix \( A \) has a small number of subdiagonals (diagonals below the main diagonal) with nonzero entries. It turns out that a combination of the scheme for solving first-order linear recurrences and the fast scheme for solving triangular linear systems yields a fast and efficient parallel algorithm for solving banded triangular linear systems.

A lower triangular matrix \( A \) is of bandwidth \( m \) if \( a_{ij} = 0 \) whenever \( i - j \geq m \) or \( i < j \), and hence all the nonzero entries of \( A \) belong to the main diagonal and to the \( m - 1 \) subdiagonals below it.

**Example 8.4:**

Consider the case of a banded triangular system in which \( n = 6 \) and \( m = 3 \). Then, the matrix \( A \) has the form

\[
\begin{bmatrix}
    a_{11} & 0 & 0 & 0 & 0 & 0 \\
    a_{21} & a_{22} & 0 & 0 & 0 & 0 \\
    a_{31} & a_{32} & a_{33} & 0 & 0 & 0 \\
    0 & a_{42} & a_{43} & a_{44} & 0 & 0 \\
    0 & 0 & a_{53} & a_{54} & a_{55} & 0 \\
    0 & 0 & 0 & 0 & a_{64} & a_{65} & a_{66}
\end{bmatrix}
\]

Without loss of generality, we can assume that the elements \( a_{ii} \) on the main diagonal are all equal to 1. The solution to the system \( Ax = b \) can then be expressed by the following recurrence:

\[
x_1 = b_1
\]

\[
x_i = \frac{\sum_{j=i-m+1}^{i-1} a_{ij} x_j + b_i}{a_{ii}}, \quad 2 \leq i \leq n.
\]

All entries whose indices fall outside the range \([1, 2, \ldots, n]\) are assumed to be zeros. Hence a banded triangular linear system of bandwidth \( m \) gives rise to an \((m - 1)\)st-order linear recurrence.

We can use the fast method developed in Section 8.2.1 for solving arbitrary triangular linear systems. The corresponding algorithm would be highly inefficient, since the straightforward sequential algorithm implied by the recurrence requires only \( O(mn) \) operations, which is linear in \( n \) when \( m \) is a constant. An alternative method that depends both on the algorithm for solving triangular systems and on the algorithm for the parallel evaluation of first-order linear recurrences will be developed next.

Consider the banded triangular linear system \( Ax = b \), where \( A \) is an \( n \times n \) matrix of bandwidth \( m \). Assume that \( m \) divides \( n \) and partition \( A \) into \( m \times m \) blocks \( A_{ij} \), where \( 1 \leq i, j \leq n/m \). The resulting matrix is block-bidiagonal such that the blocks \( A_{ij} \) on the main diagonal are lower triangular and the blocks \( A_{ij} \) on the subdiagonal are upper triangular.
EXAMPLE 8.5:
Let \( n = 9 \) and \( m = 3 \). Then \( A \) is partitioned as follows:

\[
A = \begin{bmatrix}
    a_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    a_{21} & a_{22} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    a_{31} & a_{32} & a_{33} & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & a_{42} & a_{43} & a_{44} & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & a_{53} & a_{54} & a_{55} & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & a_{64} & a_{65} & a_{66} & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & a_{75} & a_{76} & a_{77} & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & a_{86} & a_{87} & a_{88} & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & a_{97} & a_{98} & a_{99}
\end{bmatrix}
\]

We let \( D \) be the block diagonal matrix consisting of the submatrices \( A_{1,1}, \ldots, A_{2,2}, \ldots, A_{m,n} \); that is,

\[
D = \begin{bmatrix}
    A_{1,1} \\
    A_{2,2} \\
    \vdots \\
    A_{m,n}
\end{bmatrix}
\]

We let \( A^* = D^{-1}A \), and let \( d = D^{-1}b \). Notice that \( A^* \) is block-bidiagonal such that the main diagonal consists of \( n/m \) blocks of \( I_m \), and the subdiagonal consists of blocks \( A_{i,i-1} = A_{i-1,i}^{-1}A_{i,i-1} \), for \( 2 \leq i \leq n/m \). The computation of \( A^* \) requires \( (n/m) - 1 \) independent \( m \times m \) lower triangular matrix inversions for generating \( \{A_{i}^{-1}\}_{i=2}^{n/m} \), and \( (n/m) - 1 \) independent \( m \times m \) matrix multiplications for generating \( \{A_{i-1,i}^{-1}\}_{i=2}^{n/m} \). Using our algorithm for inverting lower triangular matrices, we can compute the blocks \( A_{i,i}^{-1} \) in \( O(\log^2 m) \) time, using a total of \( O((n/m)M(m)) \) operations, for all \( 1 \leq i \leq n/m \). The \( (n/m) - 1 \) matrix multiplications clearly can be computed within these bounds. The computation of the vector \( d = D^{-1}b \) can also be computed within these bounds.

It is clear that the solution of the linear system \( Ax = b \) is also given by \( D^{-1}Ax = D^{-1}b \), that is, \( A^*x = d \), where \( A^* \) has the form

\[
\begin{bmatrix}
    I_m \\
    A_{2,1}^{-1}I_m \\
    A_{3,2}^{-1}I_m \\
    \vdots \\
    A_{m-1,n-1}^{-1}I_m
\end{bmatrix}
\]

We partition \( x \) and \( d \) into the \( m \)-dimensional subvectors \( x = (x_1, x_2, \ldots, x_{n/m}) \) and \( d = (d_1, d_2, \ldots, d_{n/m}) \), respectively. The solution to the system \( A^*x = d \) can now be expressed by the following first-order linear recurrence:

\[
x_i = d_i, \quad x_i = -A_{i,i-1}^{-1}x_{i-1} + d_i, \quad 2 \leq i \leq n/m
\]

This recursion is precisely the type of linear recursion we considered in Section 8.1.3. Using Theorem 8.2, all the vectors \( x_i \)'s can be obtained in \( O(\log(\log n \log m)) \) time, using a total of \( O((n/m)M(m)) \) operations. Therefore, we have the following theorem.

Theorem 8.4: The solution of an \( n \times n \) lower triangular linear system of equations of bandwidth \( m \) can be determined in \( O(\log n \log m) \) time, using a total of \( O((n/m)M(m)) \) arithmetic operations.

Recall that \( M(m) < m^{2.376} \) over a ring, and hence the total number of arithmetic operations required by the algorithm for solving banded triangular linear systems is \( O(n m^{1.376}) \) over a ring. This method thus compares favorably with the \( O(nm) \) time sequential algorithm; in particular, it is optimal in the case when \( m \) is a constant.

PRAM Model: The basic routines used in the algorithm described in this section are those for inverting lower triangular matrices, and for solving an \( m \)-dimensional first-order linear recurrence. These routines require matrix multiplication and prefix-sums computations. Therefore, our algorithm runs on the arithmetic CREW PRAM model within the stated bounds.

8.3 The Discrete Fourier Transform

The discrete Fourier transform (DFT) is an extremely important tool used heavily in digital signal processing. It can also serve as a basic computational tool to derive efficient algorithms for a diverse collection of problems. The wide applicability of this transform stems primarily from the existence of efficient and elegant schemes to compute the transform.

We begin our presentation by describing a Fast Fourier Transform (FFT) algorithm, which can be implemented in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations, on the EREW PRAM. Several applications of the FFT algorithm—such as polynomial multiplication, convolution, polynomial division, and polynomial evaluation and interpolation—will be considered in
8.3.2 THE FAST FOURIER TRANSFORM ALGORITHM

We shall use a divide-and-conquer strategy to compute the DFT \( y = W_n x \).
For the remainder of this section, we assume that \( n \) is a power of 2.

Let \( j \) be an even index—say, \( j = 2l \)—such that \( 0 \leq l \leq \frac{n}{2} - 1 \). Then, according to the definition of the DFT, we have
\[
y_j = y_{2l} = \sum_{k=0}^{n-1} w^{2k} x_k,
\]
and hence,
\[
y_{2l} = x_0 + \omega^{2l} x_1 + \omega^{4l} x_2 + \ldots + \omega^{2l(n-1)} x_{n-1} + x_n +
\omega^{2l} x_1 + \omega^{4l} x_2 + \ldots + \omega^{2l(n-1)} x_{n-1},
\]
(8.3)

where we have used the fact that \( \omega^{n} = (\omega^n)^n = 1 \). It follows that
\[
y_{2l} = (x_0 + x_n) + \omega^{2l} (x_1 + x_{n-1}) + \omega^{4l} (x_2 + x_{n-2}) + \ldots + \omega^{2l(n-1)} (x_{n-1} + x_0).\]

Clearly, \( \omega^2 = e^{i\frac{\pi}{2}} \), and hence \( \omega^2 \) is a primitive \( (n/2) \)th root of unity. It follows that the vector \( z^{(1)} = [y_0, y_2, \ldots, y_{n-2}]^T \) is the DFT of the vector
\[
[x_0 + x_n, x_1 + x_{n-1}, \ldots, x_{n-1} + x_0]^T.
\]
If the index \( j \) is odd—say, \( j = 2l + 1 \)—we can show in a similar fashion that
\[
y_{2l+1} = (x_0 + \omega^{\frac{n}{2}} x_1) + \omega^{2l} (x_1 + \omega^{\frac{n}{2}} x_0) + \omega^{4l} (x_2 + x_{n-1}) + \ldots +
\omega^{2l(n-1)} (x_{n-1} + x_{n-2}).
\]

We can simplify this expression by noting that \( \omega^{\frac{n}{2}} = e^{i\pi} = -1 \), and thus
\[
y_{2l+1} = (x_0 - x_n) + \omega^{2l} \omega (x_1 - x_{n-1}) +
\omega^{4l} \omega x_2 + \omega^{4l} x_{n-2} + \ldots +
\omega^{2l(n-1)} \omega^n (x_{n-1} - x_n).
\]
(8.4)

Therefore, the vector \( z^{(2)} = [y_{2l}, y_{2l+1}, \ldots, y_n]^T \) is the DFT of the vector
\[
[x_0 - x_n, x_1 - x_{n-1}, \ldots, x_{n-1} - x_{n-2}]^T.
\]
This fact is illustrated pictorially in Fig. 8.1.

We are now ready to state our algorithm more formally.

**ALGORITHM 8.2**

*(Fast Fourier Transform)*

**Input:** An \( n \)-dimensional vector \( x \) whose entries are complex numbers, and \( \omega = e^{i\frac{2\pi}{n}} \), where \( n \) is assumed to be a power of 2.

**Output:** The vector \( y \) that is the DFT of \( x \).

**begin**

1. if \( n = 2 \) then {Set \( y_1 := x_1 + x_2, y_2 := x_1 - x_2, \text{ exit} \)}
EXAMPLE 8.7:

Let us apply the FFT algorithm to compute the DFT of the vector \([2, i, 1 - i, 0, 1, -i, 0, 0]\). In this case, \(\omega = e^{i\frac{2\pi}{8}} = \cos\frac{2\pi}{8} + i\sin\frac{2\pi}{8} = (\sqrt{2}/2) + i(\sqrt{2}/2)\), and the coefficient matrix is given by

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & \omega & i & \omega' & -1 & -\omega & -i & -\omega' \\
1 & i & -1 & -i & 1 & i & -1 & -i \\
1 & \omega' & -i & \omega & -1 & -\omega' & i & -\omega \\
1 & -1 & -1 & -1 & 1 & 1 & 1 & -1 \\
1 & -\omega & i & -\omega' & -1 & \omega & -i & \omega' \\
1 & -i & 1 & -i & -1 & 1 & -i & -1 \\
1 & \omega' & -i & -\omega & i & \omega & i & \omega'
\end{bmatrix}
\]

where \(\omega' = -\frac{\sqrt{2}}{2} + i\frac{\sqrt{2}}{2}\). At step 2 of Algorithm 8.2, the following quantities are computed:

\[
\begin{align*}
& u_0 = x_0 + x_4 = 3 & v_0 = x_0 - x_4 = 1 \\
& u_1 = x_1 + x_5 = 0 & v_1 = \omega(x_1 - x_5) = 0 \\
& u_2 = x_2 + x_6 = 1 - i & v_2 = \omega^2(x_2 - x_6) = 1 + i \\
& u_3 = x_3 + x_7 = 0 & v_3 = \omega^3(x_3 - x_7) = 0.
\end{align*}
\]

The algorithm is now called recursively to compute the DFTs of the two vectors determined by the components \(u_j\) and \(v_j\). Let us concentrate on the vector corresponding to the elements \(u_j\). Again, at step 2, we obtain

\[
\begin{align*}
& u_0' = u_0 + u_2 = 4 - i & v_0' = u_0 - u_2 = 2 + i \\
& u_1' = u_1 + u_3 = 0 & v_1' = \omega^2(u_1 - u_3) = 0.
\end{align*}
\]

Since the size of each of these vectors is 2, the next recursive calls return \([u_0' + u_1', u_0' - u_1'] = [4 - i, 4 - i]\) and \([v_0' + v_1', v_0' - v_1'] = [2 + i, 2 + i]\). Hence, the DFT of the vector determined by the components \(u_j\) is given by \([4 - i, 2 + i, 4 - i, 2 + i]\).

Similarly, we can go through the same process to determine the DFT of the vector whose components are the elements \(v_j\). As a result, we obtain \([2 + i, -i, 2 + i, -i]\). Combining these two vectors as in step 4 of Algorithm 8.2, we get \(y = \begin{bmatrix} 4 - i, 2 + i, 2 + i, -i, 4 - i, 2 + i, 2 + i, -i \end{bmatrix}^T\).

Figure 8.2 illustrates the FFT algorithm that results from unfolding the recursion for \(n = 8\).
\[ W(n) = 2W(n/2) + O(n), \]
and hence \( T(n) = O(\log n) \) and \( W(n) = O(n \log n) \).

**PRAM Model:** The value of \( \omega \) can be distributed to all the processors, and we can compute all the powers of \( \omega \) by using a prefix-sums algorithm. At each parallel step, we know precisely the powers of \( \omega \) that are needed. It follows that the FFT algorithm can be implemented on the arithmetic EREW PRAM within the stated bounds.

It is easy to verify, by using matrix multiplication, that the inverse of the matrix \( W_n \) is given by \( W_n^{-1}(j,k) = \frac{1}{n} \omega^{-jk} \), for \( 0 \leq j, k \leq n - 1 \). We define the **inverse discrete Fourier transform (IDFT)** as the vector \( y = W_n^{-1}x \). The complexity bounds of computing the IDFT are stated in the following theorem.

**Theorem 8.6:** Given an \( n \)-dimensional vector \( x \), the IDFT of \( x \) can be computed in \( O(\log n) \) time, using \( O(n \log n) \) operations on the EREW PRAM.

**Proof:** An FFT-type algorithm can be used to achieve the bounds stated in the theorem. The proof is left to Exercise 8.8.

### 8.3.3 The Discrete Fourier Transform over a Ring

The Fourier transform has been defined over the complex field. In some applications, it is useful to extend this notion to an arbitrary commutative ring \((R, +, \cdot)\).

An element \( \omega \) of a commutative ring \( R \) is a **primitive \( n \)th root of unity** if \( \omega \) generates a multiplicative group of order \( n \). That is, the elements \( \omega, \omega^2, \ldots, \omega^{n-1}, \omega^n = 1 \) are all distinct. In this case, we can use the usual matrix-vector formulation to define the DFT of an \( n \)-dimensional vector over \( R \). The FFT algorithm can then be applied just as in the case of the complex numbers.

An important special case is when \( R \) is the ring \( \mathbb{Z}_m \) of integers modulo \( m \), for some integer \( m \). In this case, we can specify values of \( m \) for which certain primitive roots of unity exist.

Let \( G_m \) be the set of the elements \( k \in \mathbb{Z}_m \) that are relatively prime to \( m \). It can be shown that \( (G_m, \cdot) \) is a cyclic group of order \( \phi(m) \), where \( \phi(m) \) is the number of integers less than \( m \) that are relatively prime to \( m \). Hence, every element \( \alpha \in G_m \) satisfies the equation \( \alpha^{\phi(m)} - 1 = 0 \) mod \( m \). Any generator \( \omega \) of \( G_m \) is a primitive root of unity.
Expanding these preliminary facts, we can show the following theorem.

**Theorem 8.7:** Given any \( \omega \) and \( n \) such that \( \omega = 2^p \) and \( n = 2^q \) for some \( p \) and \( q \), the ring \( Z_m \) has \( \omega \) as a primitive \( n \)th root of unity, where \( m = \omega^{n/2} + 1 \). \( \Box \)

The interested reader can consult the bibliographic notes at the end of this chapter for several references containing more detailed presentation of the DFT over a ring.

**Example 8.8:**

Let \( R = Z_9 \), the ring of integers modulo 9. This ring consists of the elements \( \{0, 1, 2, 3, 4, 5, 6, 7, 8\} \). The multiplicative group \( G_9 \) consists of \( \{1, 2, 4, 5, 7, 8\} \). These are all the elements relatively prime to 9. Among the six elements of \( G_9 \), only 2 and 5 are primitive sixth roots of unity. For instance, \( \omega = 2, \omega^2 = 4, \omega^3 = 8, \omega^4 = 7, \omega^5 = 5, \) and \( \omega^6 = 1 \). On the other hand, for \( \alpha = 4 \), we have \( \alpha = 4, \alpha^2 = 7, \) and \( \alpha^3 = 1 \); thus, \( \alpha = 4 \) is not a primitive sixth root of unity. \( \Box \)

**Example 8.9:**

Suppose we wish to perform an eight-dimensional DFT with \( \omega = 2 \) as a primitive eighth root of unity. Let \( m = 2^4 + 1 = 17 \) and consider the ring \( Z_{17} \). Then, \( \omega = 2, \omega^2 = 4, \omega^3 = 8, \omega^4 = 16, \omega^5 = 15, \omega^6 = 13, \omega^7 = 9, \) and \( \omega^8 = 1 \). Hence, \( \omega = 2 \) is indeed a primitive eighth root of unity in \( Z_{17} \), as stated in Theorem 8.7. \( \Box \)

### 8.4 Polynomial Multiplication and Convolution

Consider the polynomial \( p(x) = \sum_{k=0}^{n-1} a_k x^k \), where the coefficients \( a_k \) are elements from a ring that possesses an \( n \)th primitive root of unity (the reader may wish to assume that the \( a_k \)'s are complex numbers). So far, we have assumed that such a polynomial is represented by the list of its coefficients \( (a_0, a_1, \ldots, a_{n-1}) \). On the other hand, it is well known that \( p(x) \) is also uniquely determined by its values \( y_j = p(x_j) \) at any \( n \) distinct points \( x_0, x_1, \ldots, x_{n-1} \).

**Polynomial evaluation** at \( n \) distinct points can be viewed as the process of converting the list of coefficients representation into the representation of \( p(x) \) by its values at the \( n \) distinct points. The reverse process of generating the list of coefficients from the set of values \( (y_j, x_j) \), where \( 0 \leq j \leq n - 1 \), is called **polynomial interpolation**. We shall now relate the DFT computation to the notion of polynomial evaluation and polynomial interpolation.

### 8.4.1 Polynomial Evaluation and Interpolation at Roots of Unity

Let \( y \) be the DFT of the vector \( a \), where \( a = [a_0, a_1, \ldots, a_{n-1}]^T \) and the elements \( a_j \) represent the coefficients of the polynomial \( p(x) \). Then \( y_j = \sum_{k=0}^{n-1} a_k \omega^{jk} \), where \( 0 \leq j \leq n - 1 \). Hence, \( y_j \) is the value of \( p(x) \) at the point \( \omega^j \). Therefore, the DFT of \( a \) can be viewed as the ordered list of the values of \( (n - 1) \)st-degree polynomial \( p(x) \) at the points \( 1, \omega, \omega^2, \ldots, \omega^{n-1} \). Recall that, since \( \omega \) is a primitive \( n \)th root of unity, the points \( \omega^j \), where \( 0 \leq j \leq n - 1 \), are all distinct.

On the other hand, \( y = W_n a \) is equivalent to \( a = W_n^{-1} y \), and hence computing the inverse DFT of the vector \( y \) corresponds to generating the list of the coefficients of \( p(x) \)—that is, to polynomial interpolation—where the \( n \) distinct evaluation points are the \( n \) roots of unity.

Evaluation of an \( (n - 1) \)st-degree polynomial at the distinct \( n \) roots of unity and the corresponding polynomial interpolation can each be achieved in \( O(n \log n) \) time, using a total of \( O(n \log n) \) arithmetic operations.

Let us examine what are the implications of the relationship between DFT computation and evaluation/interpolation for polynomial multiplication.

### 8.4.2 Polynomial Multiplication Using the FFT Algorithm

The product of two polynomials \( p(x) = \sum_{k=0}^{n-1} a_k x^k \) and \( q(x) = \sum_{k=0}^{n-1} b_k x^k \) is the polynomial \( r(x) = p(x)q(x) = \sum_{k=0}^{n-1} c_k x^k \), such that \( c_k = \sum_{j=0}^{n-1} a_j b_{k-j} \), where \( a_k \) and \( b_{k-j} \) are assumed to be 0 if their indices fall outside the range \( \{0, 1, \ldots, n - 1\} \) and \( \{0, 1, \ldots, m - 1\} \), respectively.

**Example 8.10:**

Let \( p(x) = a_0 + a_1 x \) and \( q(x) = b_0 + b_1 x + b_2 x^2 \). Then \( r(x) = (a_0 + a_1 x)(b_0 + b_1 x + b_2 x^2) = a_0 b_0 + (a_1 b_1 + a_0 b_2 + a_0 b_1) x + (a_1 b_0 + a_1 b_1 + a_0 b_2) x^2 + a_0 b_3 x^3 \). \( \Box \)

Suppose we are given the coefficients \( [a_k]_{k=0}^{n-1} \) and \( [b_k]_{k=0}^{m-1} \) of the resulting polynomial \( p(x) \) and \( q(x) \), respectively, and wish to generate the coefficients \( [c_k]_{k=0}^{n+m-1} \) of the resulting polynomial product.

The straightforward algorithm for computing each \( c_k \) separately from the definition \( c_k = \sum_{j=0}^{n-1} a_j b_{k-j} \) can be done in \( O((n + m)^2) \) parallel time, using a total of \( \Theta(nm) \) operations. A simple use of the FFT algorithm will reduce the total number of operations to \( O((n + m) \log (n + m)) \).
We let \( l \) be an integer that is a power of 2 such that \( n + m - 2 < l \leq 2(n + m - 2) \). We let \( a = [a_0, \ldots, a_{n-1}]^T \) and \( b = [b_0, \ldots, b_{m-1}]^T \), where \( a_j = 0 \) for \( j > n - 1 \) and \( b_k = 0 \) for \( k > m - 1 \).

Our algorithm for computing the coefficients \( \{c_k\} \) representing the product of the two polynomials \( p(x) \) and \( q(x) \) consists of the following steps.

\[ \square \text{Step 1: Compute } y = W_l a \text{ and } z = W_l b \text{ using the FFT algorithm. Hence, we now have the values of the polynomials } p(x) \text{ and } q(x) \text{ at the points } 1, \omega, \omega^2, \ldots, \omega^{l-1}, \text{ where } \omega \text{ is a primitive } l \text{th root of unity. More precisely, } y_j = p(\omega^j) \text{ and } z_j = q(\omega^j), \text{ where } 0 \leq j \leq l - 1. \]

\[ \square \text{Step 2: Compute the values } u_j = y_j z_j, \text{ for all } 0 \leq j \leq l - 1. \text{ Clearly, } u_j = p(\omega^j) q(\omega^j) = r(\omega^j); \text{ hence, we have the values of the polynomial } r(x) \text{ at the } l \text{ distinct roots of unity.} \]

\[ \square \text{Step 3: Compute the inverse DFT of the vector } u = [u_0, u_1, \ldots, u_{l-1}]^T. \text{ The first } n + m - 1 \text{ entries of the resulting vector are equal to the coefficients of the product polynomial } r(x). \]

We therefore have the following theorem.

**Theorem 8.8:** The coefficients of the product of two polynomials of degrees \((n - 1)\) and \((m - 1)\), respectively, can be computed in \(O(\log (n + m))\) time, using a total of \(O((n + m) \log (n + m))\) arithmetic operations.

**PRAM Model:** Since the FFT algorithm can be executed on the arithmetic EREW PRAM, the polynomial multiplication algorithm described here runs on the EREW PRAM within the stated bounds.

### 8.4.3 CONVOLUTION USING THE FFT ALGORITHM

A notion closely related to polynomial multiplication is that of the convolution of two vectors \( \mathbf{a} \) and \( \mathbf{b} \), denoted by \( \mathbf{a} \otimes \mathbf{b} \). If \( \mathbf{a} = [a_0, \ldots, a_{n-1}]^T \) and \( \mathbf{b} = [b_0, \ldots, b_{m-1}]^T \), then \( \mathbf{a} \otimes \mathbf{b} \) is defined to be the vector \( \mathbf{c} = [c_0, \ldots, c_{m+n-1}]^T \), such that \( c_k = \sum_{j=0}^{n-1} a_j b_{k-j} \), where \( a_j = 0 \) for \( j > n - 1 \), and \( b_j = 0 \) for \( j > m - 1 \).

**EXAMPLE 8.11:**

If \( n = 2 \) and \( m = 3 \), then \( \mathbf{a} = [a_0, a_1]^T \) and \( \mathbf{b} = [b_0, b_1, b_2]^T \). Thus, according to our definition, \( \mathbf{a} \otimes \mathbf{b} = \mathbf{c} = [c_0, c_1, c_2, c_3, c_4]^T \), where \( c_0 = a_0 b_0, \quad c_1 = a_0 b_1 + a_1 b_0, \quad c_2 = a_0 b_2 + a_1 b_1, \quad c_3 = a_1 b_2, \) and \( c_4 = 0 \).

Except for the term \( c_{n+m-1} \) (which is always equal to 0), the convolution of the two vectors \( \mathbf{a} \) and \( \mathbf{b} \) is the same as the coefficients of the product of the two polynomials \( p(x) = \sum_{j=0}^{n-1} a_j x^j \) and \( q(x) = \sum_{j=0}^{m-1} b_j x^j \). This equivalence results in the following corollary to Theorem 8.8.

**Corollary 8.2:** The convolution of two vectors of dimensions \( n \) and \( m \), respectively, can be computed in \(O(\log (n + m))\) time, using a total of \(O((n + m) \log (n + m))\) operations on the EREW PRAM.

Closely related to polynomial multiplication and convolution is the class of computations involving Toeplitz matrices. These computations are discussed in the next section.

### 8.5 Toeplitz Matrices

An \( n \times n \) matrix \( \mathbf{T} \) is called a **Toeplitz matrix** if it satisfies the relation \( \mathbf{T}(k, l) = \mathbf{T}(k - 1, l - 1) \), for \( 2 \leq k, l \leq n \). In other words, the entries on each diagonal of \( \mathbf{T} \) are all equal. Hence, such a matrix is determined by the \( 2n - 1 \) entries appearing in the first row and the first column. We will denote these entries by \( t_0, t_1, \ldots, t_{2n-2} \) such that

\[
\mathbf{T} = \begin{bmatrix}
t_{n-1} & t_{n-2} & \cdots & t_2 & t_1 & t_0 \\
t_{n} & t_{n-1} & t_{n-2} & \cdots & t_2 & t_1 \\
t_{n+1} & t_{n} & t_{n-1} & t_{n-2} & \cdots & t_2 \\
& & & \ddots & \ddots & \vdots \\
t_{2n-3} & t_{2n-2} & \cdots & t_{n-1} & t_{n-2} & \cdots \\
t_{2n-2} & t_{2n-3} & \cdots & t_{n-1} & t_{n-2} & \cdots \\
t_{2n-1} & t_{n+1} & t_{n} & t_{n-1} & t_{n-2} & \cdots \\
\end{bmatrix}
\tag{8.5}
\]

We say that the vector \( \mathbf{t} = [t_0, t_1, \ldots, t_{2n-2}]^T \) defines the Toeplitz matrix \( \mathbf{T} \).

**EXAMPLE 8.12:**

The 4 \( \times \) 4 Toeplitz matrix defined by the vector \( t_0, t_1, t_2, t_3, t_4, t_5, t_6 \) is

\[
\mathbf{T} = \begin{bmatrix}
t_3 & t_2 & t_1 & t_0 \\
t_4 & t_3 & t_2 & t_1 \\
t_5 & t_4 & t_3 & t_2 \\
t_6 & t_5 & t_4 & t_3 \\
\end{bmatrix}
\]
8.5.1 The Product of a Toeplitz Matrix and a Vector

Let \( a = [a_0, a_1, \ldots, a_{n-1}]^T \) be a given vector and let \( d = Ta \), where \( T \) is an \( n \times n \) Toeplitz matrix defined by the vector \( t = [t_0, t_1, \ldots, t_{2n-2}]^T \). We are interested in developing an efficient parallel algorithm for computing \( d \). The standard algorithm for matrix-vector multiplication computes \( d \) in \( O(n^2) \) operations. We shall see how to use the convolution algorithm described in Section 8.4 to perform this computation using only \( O(n \log n) \) operations.

It is easy to verify that each entry \( d_i \) of \( d \) is given by \( d_i = \sum_{j=0}^{n-1} a_j t_{n-i-j} \), for \( 0 \leq i \leq n-1 \). Consider the convolution \( c \) of the two vectors \( a \) and \( t \). Then, according to the definition of the convolution, we have \( c_k = \sum_{j=0}^{n-1} a_j t_{k-j} \). Substituting \( k = n + i - 1 \), we get \( c_{n+i-1} = \sum_{j=0}^{n-1} a_j t_{n-i-j-1} = \sum_{j=0}^{n-1} a_j t_{-(n+i-j)-1} \), since \( a_j = 0 \) for \( j > n - 1 \). Thus, \( d_i = c_{n+i-1} \) for \( 0 \leq i \leq n-1 \).

Therefore, we can obtain the product \( Ta \) by computing \( a \otimes t \), and setting \( d_i = c_{n+i-1} \) (\( 0 \leq i \leq n-1 \)).

**Example 8.13:**

For \( n = 4 \), the components of the vector \( d = Ta \) and the entries \( c_3, c_4, c_5 \), and \( c_6 \) of the convolution \( c \) are given by

\[
\begin{align*}
d_0 &= c_0 = t_0 a_0 + t_2 a_1 + t_3 a_2 + t_4 a_3, \\
d_1 &= c_1 = t_0 a_1 + t_2 a_2 + t_3 a_3, \\
d_2 &= c_2 = t_0 a_2 + t_2 a_3, \\
d_3 &= c_3 = t_0 a_3.
\end{align*}
\]

Using Corollary 8.2, we obtain the following lemma.

**Lemma 8.1:** We can obtain the product of an \( n \times n \) Toeplitz matrix \( T \) and a vector \( a \) by computing \( a = \otimes t \) and retaining the entries \( (c_{n-1}, c_n, \ldots, c_{2n-2}) \) of vector \( c \), where \( t \) is the vector defining \( T \). Hence, the matrix product can be obtained in \( O(n \log n) \) time, using a total of \( O(n \log n) \) operations.

**Example 8.14:**

Consider the two polynomials \( t(x) = \sum_{i=0}^{r-1} t_i x^i \) and \( p(x) = \sum_{i=0}^{m-1} p_i x^i \). Then, the coefficients of the product \( q(x) = t(x)p(x) \) are given by

\[
\begin{bmatrix}
q_0 \\
q_1 \\
q_2 \\
q_3 \\
q_4 \\
q_5 \\
q_6 \\
q_7
\end{bmatrix} =
\begin{bmatrix}
t_0 & t_1 & t_2 & t_3 & t_4 & t_5 & t_6 & t_7 \\
0 & t_0 & t_1 & t_2 & t_3 & t_4 & t_5 & t_6 \\
0 & 0 & t_0 & t_1 & t_2 & t_3 & t_4 & t_5 \\
0 & 0 & 0 & t_0 & t_1 & t_2 & t_3 & t_4 \\
0 & 0 & 0 & 0 & t_0 & t_1 & t_2 & t_3 \\
0 & 0 & 0 & 0 & 0 & t_0 & t_1 & t_2 \\
0 & 0 & 0 & 0 & 0 & 0 & t_0 & t_1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & t_0
\end{bmatrix}
\begin{bmatrix}
p_0 \\
p_1 \\
p_2 \\
p_3 \\
p_4 \\
p_5 \\
p_6 \\
p_7
\end{bmatrix}
\]

The coefficient matrix is an \((r + m - 1) \times m\) Toeplitz matrix. In particular, if we set \( r = 2n - 1 \) and \( m = n \), and remove the top and bottom \((n - 1)\) rows, we get the general Toeplitz matrix introduced in Eq. 8.5. We will later exploit this relationship to perform several important polynomial computations.
Removing the top and the bottom two rows of the Toeplitz matrix, we obtain
\[
\begin{pmatrix}
d_1 & t_2 & t_3 & t_4 \\
d_2 & d_1 & t_2 & t_3 \\
d_3 & d_2 & d_1 & t_2 \\
d_4 & d_3 & d_2 & d_1 \\
\end{pmatrix}
= \begin{pmatrix}
p_2 \\
p_1 \\
p_0 \\
\end{pmatrix}.
\]

### 8.5.2 INVERSION OF TRIANGULAR TOEPLITZ MATRICES

We now consider a special class of Toeplitz matrices—namely, triangular Toeplitz matrices. We develop an efficient parallel scheme for inverting such matrices. Notice that a triangular Toeplitz matrix $T$ is uniquely determined by its first column. We shall exploit this fact to obtain our efficient parallel algorithm.

As we shall see in Section 8.6, inverting a triangular Toeplitz matrix is equivalent to performing polynomial division, a fundamental problem in polynomial computations. Again the FFT algorithm will play the crucial role of providing an efficient algorithm.

We have already examined in Section 8.2.1, the problem of computing the inverse of an arbitrary $n \times n$ triangular matrix. The described divide-and-conquer algorithm runs in $O(n \log^2 n)$ time, using a total of $O(M(n))$ arithmetic operations. Recall that $M(n)$ is the number of arithmetic operations required for $n \times n$ matrix multiplication. A combination of the divide-and-conquer approach and the FFT algorithm will allow us to invert $n \times n$ triangular Toeplitz matrices in $O(n \log^2 n)$ time, using a total of $O(n \log n)$ operations.

Let $T$ be a lower triangular Toeplitz matrix partitioned into $n/2 \times n/2$ blocks,
\[
T = \begin{bmatrix}
T_1 & 0 \\
T_2 & T_1
\end{bmatrix},
\]
where $n$ is assumed to be a power of 2. The two blocks on the diagonal are identical, and the blocks $T_1$ and $T_2$ are Toeplitz matrices. As we saw in Section 8.2.1, $T^{-1}$ is given by
\[
T^{-1} = \begin{bmatrix}
T_1^{-1} & 0 \\
- T_1^{-1}T_2T_1^{-1} & T_1^{-1}
\end{bmatrix}.
\]

Since $T^{-1}$ is also a lower triangular Toeplitz matrix, $T^{-1}$ is uniquely defined by its first column. Based on the preceding identity, we deduce the following algorithm for computing the first column of $T^{-1}$:

- **Step 1:** Recursively compute the first column of $T_1^{-1}$.
- **Step 2:** Compute the first column of $- T_1^{-1}T_2T_1^{-1}$.

The computation of the first column of $- T_1^{-1}T_2T_1^{-1}$ is equivalent to computing $- T_2^{-1}T_1^{-1}e$, where $e = [1, 0, \ldots, 0]^T$. We can achieve such a computation successively by computing $T_1^{-1}e$, $T_2(T_1^{-1}e)$, and $- T_2^{-1}(T_2(T_1^{-1}e))$. Once the first column of $T_1^{-1}$ has been computed, we can use the algorithm presented in Section 8.5.1 for multiplying a Toeplitz matrix by a vector to compute the first column of $- T_1^{-1}T_2T_1^{-1}$ in $O(\log n)$ time, using a total of $O(n \log n)$ arithmetic operations.

Therefore, the running time $T(n)$ and the number of arithmetic operations $W(n)$ used by our algorithm for inverting an $n \times n$ lower triangular Toeplitz matrix satisfy the following recurrences:

\[
T(n) = T(n/2) + O(\log n)
\]
\[
W(n) = W(n/2) + O(n \log n).
\]

It is simple to verify that the solutions to these recurrences are $T(n) = O(\log^2 n)$ and $W(n) = O(n \log n)$. Hence, we have shown the following theorem.

**Theorem 8.9:** We can invert an $n \times n$ triangular Toeplitz matrix in $O(\log^2 n)$ time, using a total of $O(n \log n)$ arithmetic operations.

- **PRAM Model:** The algorithm for inverting a triangular Toeplitz matrix described in this section can be viewed as a series of convolution computations. Therefore, the algorithm runs on the arithmetic EREW PRAM model.

### 8.5.3 *CIRCULANT MATRICES*

Another important special class of Toeplitz matrices consists of the matrices $C$ defined by a vector $a = [a_0, a_1, \ldots, a_{n-1}]^T$ such that
\[
C = \begin{bmatrix}
a_0 & a_1 & \cdots & a_{n-1} \\
a_{n-1} & a_0 & \cdots & a_{n-2} \\
a_{n-2} & a_{n-1} & \cdots & a_{n-3} \\
\vdots & \vdots & \ddots & \vdots \\
a_2 & a_3 & \cdots & a_0
\end{bmatrix}.
\]

Such a matrix $C$ is called a circulant matrix. We shall show that we can compute the inverse of a circulant matrix very quickly by using the FFT algorithm. The following fact is the basis of our algorithm; its proof is left to Exercise 8.16.
Theorem 8.10: Let \( C \) be an \( n \times n \) circulant matrix defined by the vector \( a \). Then, \( W_n^{-1} C W_n = D \), where \( D \) is a diagonal matrix such that \( D = [d_{11}, d_{22}, \ldots, d_{nn}]^T \) is the DFT of the vector \( a \), and \( W_n \) is the coefficient matrix for the DFT of dimension \( n \). In particular, the components of the DFT of \( a \) and the columns of \( W_n \) are, respectively, the eigenvalues and the eigenvectors of \( C \).

Our circulant matrix-inversion algorithm will make use of an algorithm for solving linear systems whose coefficient matrices are circulant. We start by discussing the latter problem.

Suppose we wish to solve the linear system \( Cx = b \). Using Theorem 8.10, we obtain that \( x = W_n D^{-1} W_n^{-1} b \). Therefore, we can determine \( x \) by the following algorithm:

- **Step 1:** Compute \( b' = W_n^{-1} b \), the inverse DFT of the vector \( b \) that defines the right-hand side of the linear system.
- **Step 2:** Compute \( d = W_n a \), the DFT of the vector \( a \) that defines the circulant matrix \( C \).
- **Step 3:** Compute \( b'' = D^{-1} b' \), where \( D \) is a diagonal matrix defined by the vector \( d \).
- **Step 4:** Compute \( W_n b'' \), the DFT of the vector generated at step 3.

It is clear that steps 1, 2, and 4 can be done using the FFT algorithm; the third step consists of a set of \( n \) independent multiplications (actually, divisions). Therefore, the linear system \( Cx = b \) can be solved in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

To compute the inverse of a circulant matrix \( C \), we observe that \( C^{-1} \) is also a circulant matrix and hence is uniquely determined by its first column. Therefore, solving the linear system \( Cx = e \), where \( e = [1, 0, \ldots, 0]^T \) is sufficient to determine \( C^{-1} \).

We therefore have the following theorem.

**Theorem 8.11:** Inversion of an \( n \times n \) circulant matrix can be performed in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

**PRAM Model:** As before, the arithmetic EREW PRAM model is sufficient, since the only nontrivial routine used is the FFT algorithm.

### 8.6 Polynomial Division

Consider the two polynomials \( s(x) = \sum_{j=0}^{n-1} s_j x^j \) and \( t(x) = \sum_{j=0}^{m-1} t_j x^j \). Then there exist unique polynomials, the quotient \( q(x) \) and the remainder \( r(x) \), such that \( s(x) = t(x)q(x) + r(x) \), and \( \deg(r(x)) < \deg(t(x)) \). Here, we are assuming that the coefficients come from a commutative ring that can support the FFT algorithm, and that the coefficient \( t_{m-1} \) has a multiplicative inverse in the ring. The reader may wish to assume that all the coefficients are complex numbers.

#### Example 8.15:

Let \( s(x) = x^7 - 5x^3 + x^2 - 1 \) and \( t(x) = x^4 + 2x^3 - x^2 - 2x \). Then, the quotient \( q(x) \) and the remainder \( r(x) \) are given by \( q(x) = x^3 - 2x^2 + 5x - 10 \) and \( r(x) = 16x^3 + x^2 - 20x - 1 \).

In this section, we shall examine an efficient algorithm for computing the coefficients of the polynomials \( q(x) \) and \( r(x) \) given the coefficients of \( s(x) \) and \( t(x) \). This problem is clearly a fundamental one that has been examined by many researchers through the years. We shall provide a solution based on the algorithm for inverting triangular Toeplitz matrices given in Section 8.5.2.

We start our description of the algorithm to compute \( q(x) \) and \( r(x) \) by showing that we need to compute only one of the two polynomials \( q(x) \) and \( r(x) \).

**Lemma 8.2:** Let \( t(x) \) and \( s(x) \) be two polynomials of degrees \( n - 1 \) and \( m - 1 \), respectively, where \( n > m \). If the quotient \( q(x) \) is known, \( r(x) \) can be computed in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations. Conversely, if \( r(x) \) is known, \( q(x) \) can be computed in \( O(\log (n - m)) \) time, using a total of \( O(n + (n - m) \log (n - m)) \) operations.

**Proof:** Let \( q(x) \) be known. Clearly, \( \deg(q(x)) = n - m \). We can multiply the two polynomials \( t(x)q(x) \) in \( O(n \log n) \) time, using \( O(n \log n) \) operations. To determine the polynomial \( q(x) = \frac{s(x) - t(x)q(x)}{t(z)} \) by exploiting the connection between polynomial evaluation/interpolation and DFT. More precisely, we compute \( s(\omega^l) - t(\omega^l) \) and \( r(\omega^l) \) for \( 0 \leq l < n - m + 1 \), where \( \omega \) is a primitive \( (n - m + 1) \)th root of unity. The FFT algorithm can be used to achieve this computation in \( O(\log (n - m)) \) time, using a total of \( O(n - m) \log (n - m) \) operations. Hence, \( q(\omega^l) \) can be computed within these bounds. The coefficients of \( q(x) \) can then be determined by the inverse FFT algorithm. Hence, once we know the remainder \( r(x) \), the quotient \( q(x) \) can be computed in \( O(\log (n - m)) \) time, using \( O(n + (n - m) \log (n - m)) \) operations.
We conclude from Lemma 8.2 that the division of two polynomials can be reduced to computing either the quotient \( q(x) \) or the remainder \( r(x) \). We concentrate on the computation of the quotient \( q(x) \).

Let \( q(x) = \sum_{i=0}^{\infty} q_i x^i \) be the quotient of the two polynomials \( r(x) = \sum_{i=0}^{\infty} r_i x^i \) and \( t(x) = \sum_{i=0}^{\infty} t_i x^i \). Without loss of generality, we assume that \( t_m = t_{m+1} = \ldots = t_{n-1} = 0 \). The product \( t(x)q(x) \) can be expressed as \( \sum_{k=0}^{n-1} a_k x^k \), where

\[
\begin{align*}
    a_k &= \sum_{j=0}^{k} s_{k-j} t_j q_{k-j}.
\end{align*}
\]

We let \( r(x) \) be the remainder of the division of \( s(x) \) by \( t(x) \). Given that \( \deg r(x) < m - 1 \), we conclude that \( \sum_{k=0}^{n-1} s_k x^k = \sum_{k=m-1}^{n-1} a_k x^k \), and thus \( s_k = a_k \) for \( m - 1 \leq k \leq n - 1 \). It follows that \( s_j = \sum_{i=0}^{j} a_i d_{j-i} \), when \( m - 1 \leq j \leq n - 1 \). Using that \( d_j = 0 \) for \( j \geq m \) and \( q_j = 0 \) for \( j \geq n - m + 1 \), we obtain the following identities:

\[
\begin{align*}
    s_{n-1} &= t_{m-1} q_{n-m} \\
    s_{n-2} &= t_{m-2} q_{n-m} + t_{m-1} q_{n-m-1} \\
    s_{n-3} &= t_{m-3} q_{n-m} + t_{m-2} q_{n-m-1} + t_{m-1} q_{n-m-2} \\
    s_{n-4} &= t_{m-4} q_{n-m} + t_{m-3} q_{n-m-1} + t_{m-2} q_{n-m-2} + t_{m-1} q_{n-m-3} \\
    &\vdots
\end{align*}
\]

In matrix form, we have

\[
\begin{bmatrix}
    s_{n-1} \\
    s_{n-2} \\
    s_{n-3} \\
    \vdots \\
    s_{m-1}
\end{bmatrix}
= 
\begin{bmatrix}
    t_{m-1} & 0 & 0 & \cdots & 0 \\
    t_{m-2} & t_{m-1} & 0 & \cdots & 0 \\
    t_{m-3} & t_{m-2} & t_{m-1} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    t_{m-1} & t_{m-2} & t_{m-3} & \cdots & t_{0}
\end{bmatrix}
\begin{bmatrix}
    q_{n-m} \\
    q_{n-m-1} \\
    q_{n-m-2} \\
    \vdots \\
    q_{0}
\end{bmatrix}.
\]

The matrix \( T \) relating the coefficients of \( s(x) \) and \( q(x) \) is an \((n - m + 1) \times (n - m + 1)\) lower triangular Toeplitz matrix. This relationship should come as no surprise in view of the close connection between Toeplitz matrices and polynomial multiplication.

**Example 8.16:**

Let \( s(x) \) be of degree 8, and let \( r(x) \) be of degree 4. Then the coefficients of \( q(x) \) are defined by the following linear system of equations:

\[
\begin{bmatrix}
    57 \\
    56 \\
    55 \\
    54 \\
    53
\end{bmatrix}
= 
\begin{bmatrix}
    t_3 & 0 & 0 & 0 & 0 \\
    t_2 & t_3 & 0 & 0 & 0 \\
    t_1 & t_2 & t_3 & 0 & 0 \\
    t_0 & t_1 & t_2 & t_3 & 0 \\
    0 & t_0 & t_1 & t_2 & t_3
\end{bmatrix}
\begin{bmatrix}
    q_8 \\
    q_7 \\
    q_6 \\
    q_5 \\
    q_4
\end{bmatrix}.
\]

We see that the coefficients of \( q(x) \) are given by the solution to a linear system defined by an \((n - m + 1) \times (n - m + 1)\) lower triangular Toeplitz matrix. Using Theorem 8.9, we immediately conclude the following theorem.

**Theorem 8.12:** The division of two polynomials of degrees \( n \) and \( m \), respectively, where \( n > m \), can be done in \( O(\log^2 (n - m) + \log n) \) time, using a total of \( O(n \log n) \) operations.

\[\square\]

**PRAM Model:** The polynomial-division algorithm is deduced from the algorithm for solving a triangular Toeplitz linear system of equations. Therefore, we need only the arithmetic EREW PRAM model.

\[\square\]

### 8.7 Polynomial Evaluation and Interpolation

In this section, we consider the problem of evaluating a polynomial \( p(x) \) of degree \( n - 1 \) at \( n \) distinct points, and the dual problem of interpolating a polynomial at \( n \) distinct points. We have already come across these two problems in the case where the \( n \) distinct points are roots of unity (Section 8.4). This section deals with the general case of an arbitrary set of \( n \) distinct points.

#### 8.7.1 POLYNOMIAL EVALUATION

Let \( p(x) = \sum_{i=0}^{n-1} a_i x^i \) be an \((n - 1)\)st-degree polynomial given by its coefficients, and let \( \{a_l \mid 0 \leq l \leq n - 1\} \) be a set of \( n \) distinct points. We wish to compute \( p(a_l) \) for \( 0 \leq l \leq n - 1 \).

One way of evaluating the polynomial \( p(x) \) at the given \( n \) distinct points would be to compute all the \( p(a_l) \)'s concurrently, using Horner's algorithm for each such evaluation. The total running time would be \( O(n \log n) \), and the total number of arithmetic operations would be \( O(n^2) \). However, the best known sequential algorithm uses \( O(n \log^2 n) \) arithmetic operations. Using the FFT algorithm (Algorithm 8.2) and the polynomial-division algorithm (Section 8.6), we will be able to provide a fast parallel implementation of the sequential algorithm without increasing the total number of operations.

Let \( q_l = x - a_l \), where \( 0 \leq l \leq n - 1 \). We shall view polynomial evaluation at \( a_l \) as the computation of the remainder of the division of \( p(x) \) by \( q_l(x) \); that is, \( p(a_l) = p(x) \mod q_l(x) \). It is not clear at first sight what this alternate view has to offer. We now proceed to illustrate its usefulness.
Let $Q_1(x) = \prod_{i=0}^{n-1} q_i(x)$ and $Q_2(x) = \prod_{i=\frac{n}{2}}^{n-1} q_i(x)$, where $n$ is assumed to be a power of 2. $Q_1(x)$ and $Q_2(x)$ are polynomials, each of degree $\frac{n}{2}$. Let $p_1(x) = p(x) \mod Q_1(x)$ and $p_2(x) = p(x) \mod Q_2(x)$. Hence, $p_1(x)$ and $p_2(x)$ are the remainders of the division of $p(x)$ by $Q_1(x)$ and $Q_2(x)$, respectively. Thus, $p(x) = t_1(x)Q_1(x) + p_1(x)$ and $p(x) = t_2(x)Q_2(x) + p_2(x)$, for some polynomials $t_1(x)$ and $t_2(x)$, and $\deg p_1(x) \leq \frac{n}{2}$. The crucial observation that allows the development of an efficient algorithm is that $p(a_l) = p_1(a_l)$, for $0 \leq l \leq \frac{n}{2} - 1$, and that $p(a_\frac{n}{2}) = p_2(a_\frac{n}{2})$, for $\frac{n}{2} \leq l \leq n - 1$. That is, the first set of the desired $\frac{\frac{n}{2}}{2}$ values of $p(x)$ consists of the values of the polynomial $p_1(x)$ of degree $\frac{n}{4}$ at the points $a_0, a_1, \ldots, a_{\frac{n}{2} - 1}$, and the second set of the desired $\frac{\frac{n}{2}}{2}$ values of $p(x)$ consists of the values of $p_2(x)$ of degree $\frac{n}{4}$ at the points $a_\frac{n}{2}, a_{\frac{n}{2} + 1}, \ldots, a_n$.

We can now apply the same process to each of $p_1(x)$ and $p_2(x)$. The overall procedure will be given next. The algorithm is described in terms of a forward traversal of a balanced binary tree to compute all the necessary $q_i$ products. These products are denoted by $Q_{h,j}(x)$, where the polynomial $Q_{h,j}(x)$ is generated at the $j$th node of height $h$ and the nodes are numbered left to right. Once $\prod_{i=0}^{n-1} q_i(x)$ and $\prod_{i=\frac{n}{2}}^{n-1} q_i(x)$ are computed, we traverse the binary tree backward, reducing each polynomial at a given node modulo the products stored at the children. The nodes are numbered by pairs of integers $(h,j)$, where $0 \leq h \leq \log n$, and $0 \leq j \leq (n/2^h) - 1$ (see Fig. 8.3 for the case when $n = 8$).

![Figure 8.3](image)

The binary tree used for polynomial evaluation.

### Algorithm 8.83
(Polynomial Evaluation)

**Input:** (1) A polynomial $p(x)$ of degree $n - 1$ specified by its coefficients, and (2) a set of $n$ distinct points $a_k$, where $0 \leq k \leq n - 1$ and $n = 2^k$ for some integer $k$.

**Output:** The values $p(a_k)$, where $0 \leq k \leq n - 1$.

**begin**

1. **for** $0 \leq j \leq n - 1$ **pardo**
   
   Set $Q_{0,0}(x) = x - a_j$.

2. **for** $h = 1$ **to** $\log n - 1$ **do**
   
   **for** $0 \leq j \leq (n/2^h) - 1$ **pardo**
   
   Set $Q_{h,j}(x) = Q_{h-1,j}(x) \cdot Q_{h-1,n-j}(x)$.

3. Set $p_{h,0}(x) = p(x)$.

4. **for** $h = \log n - 1$ **to** 0 **do**
   
   **for** $0 \leq j \leq (n/2^h) - 1$ **pardo**
   
   if $j$ even : Set $p_{h,j}(x) = p_{h+1,j}(x) \cdot Q_{h,j}(x)$.
   
   elseif $j$ odd : Set $p_{h,j}(x) = p_{h+1,j+1}(x) \cdot Q_{h,j}(x)$.

5. **for** $0 \leq j \leq n - 1$ **pardo**
   
   Set $p(a_j) = p_{0,j}$.

**end**

**Example 8.17:**

Let $p(x) = x^7 - 5x^3 + x^2 - 1$, and let $a_0 = 0, a_1 = 1, a_2 = -1, a_3 = -2, a_4 = 2, a_5 = 3, a_6 = -3, a_7 = 5$. At step 1 of Algorithm 8.3, we initialize the following quantities: $Q_{0,0} = x, Q_{0,1} = x - 1, Q_{0,2} = x + 1, Q_{0,3} = x + 2, Q_{0,4} = x - 2, Q_{0,5} = x - 3, Q_{0,6} = x + 3, \text{ and } Q_{0,7} = x - 5$. During the first iteration of the loop at step 2, we compute $Q_{1,0} = x(x - 1) = x^2 - x$, $Q_{1,1} = (x + 1)(x + 2) = x^2 + 3x + 2, Q_{1,2} = (x^2 - 2)(x + 1) = x^3 - 2x^2 - 3x - 2$, and $Q_{1,3} = (x + 1)(x - 3) = x^2 - 2x - 3$. The second iteration generates $Q_{2,0} = x^2 - x^2 + 2x - 2x - 5, Q_{2,1} = x^3 - 3x^2 + 3x + 3, \text{ and } Q_{2,2} = x^4 - 4x^3 + 6x^2 - 4x + 1$. We then set $p_{2,0}(x) = p(x)$ at step 3. At step 4, we start by computing $p_{2,1}(x) = p(x) \mod Q_{2,0}(x) = 16x^3 + x^2 - 20x - 1$, and computing $p_{2,2}(x) = p(x) \mod Q_{2,1}(x)$. We now concentrate on the subtree rooted at $(2, 0)$. For $h = 1$, we get $p_{1,0} = p_{2,0}(x) \mod Q_{1,0}(x) = -3x - 1$, and $p_{1,1} = p_{2,1}(x) \mod Q_{1,1}(x) = 89x + 93$. Finally, we generate the polynomials at the leaves, $p_{0,0} = p_{1,0}(x) \mod Q_{0,0}(x) = -1, p_{0,1} = p_{1,0}(x) \mod Q_{0,1}(x) = -4, p_{0,2} = p_{1,1}(x) \mod Q_{0,2}(x) = 4$, and $p_{0,3} = p_{1,1}(x) \mod Q_{0,3}(x) = -85$. We perform a similar process for the children of $Q_{2,1}(x)$.

**Theorem 8.13:** Algorithm 8.3 correctly computes the values of the given polynomial at the $n$ distinct points. It can be implemented to run in $O(\log^3 n)$ parallel time, using a total of $O(n \log^2 n)$ operations.
Proof: The correctness proof follows from the discussion preceding the statement of the theorem. The complexity bounds can be estimated as follows.

Step 1 takes \(O(1)\) time and uses \(O(n)\) operations. The loop at step 2 consists of \(O(\log n)\) iterations such that the \(k\)th iteration involves \(n/2^k\) polynomial multiplications, where each polynomial is of degree \(2^{k-1}\). The multiplication of two polynomials, each of degree \(2^{k-1}\), can be performed in \(O(h)\) time, using \(O(h^2)\) operations. Therefore, each iteration of the loop at step 2 can be completed in \(O(\log n)\) time, using a total of \(O(n \log^2 n)\) operations. It follows that step 2 can be executed in \(O(n \log^2 n)\) time, using a total of \(O(n \log^2 n)\) operations.

Step 3 takes \(O(1)\) time, using \(O(n)\) operations. Step 4 consists of \(\log n\) iterations such that each iteration requires \(n/2^h\) polynomial divisions, each division being between a polynomial of degree at most \(2^{k-1} + 1\) and a polynomial of degree \(2^h\), where \(h\) is the index appearing in the loop. Hence, each iteration can be performed in \(O(\log^2 h)\) time, using a total of \(O(n/2^h \log^2 h)\) operations. Therefore, step 4 takes \(O(\log^3 n)\) time and uses a total of \(O(n \log^3 n)\) operations.

Finally, step 5 is straightforward and can be done in \(O(1)\) time, using \(O(n)\) operations. Hence, the theorem follows. \(\square\)

PRAM Model: The scheme of Algorithm 8.3 is based on a forward and a backward traversal of a balanced binary tree. The main routines used at each node are those for polynomial multiplication (Section 8.4) and polynomial division (Section 8.6). Therefore, Algorithm 8.3 runs on the EREW PRAM model. \(\square\)

Remark 8.1: We mentioned, in Section 8.4, that the computation of the DFT of a vector \(a\) is equivalent to polynomial evaluation at the \(n\) roots of unity, where the list of coefficients of the polynomial is defined by \(a\). We can use Algorithm 8.3 as the basis for deriving a fast algorithm for computing the DFT by exploiting the fact that the \(n\) distinct points \(\alpha_j\) are the \(n\) distinct roots of unity. The details are left to Exercise 8.20. \(\square\)

8.7.2 POLYNOMIAL INTERPOLATION

We now discuss the dual problem of determining the coefficients of the polynomial \(p(x)\) of degree \(n - 1\) given by the set of the latter’s values \((\beta_j = p(a_j))_{j=0}^{n-1}\), where the \(a_j\)’s are distinct. The classical Lagrange interpolation formula specifies \(p(x)\) as follows:

\[
p(x) = \sum_{j=0}^{n-1} \beta_j \prod_{i=0, i\neq j}^{n-1} \frac{x-a_i}{a_j-a_i}
\]  

(8.6)

It is easy to verify that \(p(x)\) takes on the appropriate values at the \(n\) distinct points \(a_0, a_1, \ldots, a_{n-1}\). This formula looks computationally unattractive. We will rearrange the terms so as to make this formula much more useful.

As in the case of polynomial evaluation, we define the linear polynomials 
\(q_i(x) = x - \alpha_i\), and we let 
\(Q_0(x) = \prod_{i=0}^{n-1} q_i(x)\).

The derivative \(Q'(x)\) is a polynomial of degree \(n - 1\) that can be obtained easily from the polynomial \(Q(x)\) when given by the list of its coefficients. In addition, \(Q' = \prod_{j=0, j \neq k}^{n} (\alpha_j - \alpha_k)\).

Therefore, we can obtain the denominators appearing in Eq. 8.6 by evaluating the polynomial \(Q'(x)\) at the points \(\alpha_k\), where \(0 \leq k \leq n - 1\). We can use Algorithm 8.3 to obtain these quantities. Hence, assume we have all the values \(\gamma_k = Q' = \prod_{j=0, j \neq k}^{n} (\alpha_j - \alpha_k)\).

We let \(c_j = \beta_j / \gamma_j\), for \(0 \leq j \leq n - 1\). Then, Eq. 8.6 can be rewritten as follows:

\[
p(x) = Q_0(x) \sum_{j=0}^{n-1} \frac{c_j}{x - \alpha_j}
\]  

(8.7)

Therefore, the desired polynomial \(p(x)\) is the numerator of the sum \(\sum_{j=0}^{n-1} \frac{c_j}{x - \alpha_j}\). It turns out that we can compute this sum easily by using a balanced binary tree method, as in Algorithm 8.3. Using the same notation for the nodes of the binary tree, let \(Q_{k-1,0}(x) = \prod_{j=0}^{k-1} q_j(x)\), and \(Q_{k-1,1}(x) = \prod_{j=0}^{k-1} q_j(x)\), where \(n = 2^k\).

We denote the numerators of the sums \(\sum_{j=0}^{n-1} \frac{c_j}{x - \alpha_j}\) and \(\sum_{j=\frac{n}{2}}^{n-1} \frac{c_j}{x - \alpha_j}\) by \(p_{k-1,0}(x)\) and \(p_{k-1,1}(x)\), respectively. Clearly, this definition gives us

\[
p(x) = \frac{p_{k-1,0}(x)Q_{k-1,0}(x) + p_{k-1,1}(x)Q_{k-1,1}(x)}{Q_0(x)}
\]

It follows that \(p(x) = p_{k-1,0}(x)Q_{k-1,1}(x) + p_{k-1,1}(x)Q_{k-1,0}(x)\). Precisely the same procedure can be used to compute the polynomials \(p_{k-1,0}(x)\) and \(p_{k-1,1}(x)\). The detailed algorithm follows.

ALGORITHM 8.4
(Polynomial Interpolation)

Input: A set of pairs of numbers \((\alpha_j, \beta_j)\), where \(0 \leq j \leq n\), the \(\alpha_j\)’s are distinct, and \(n = 2^k\) for some integer \(k\).

Output: The coefficients of the \((n - 1)\text{st-degree polynomial}\) \(p(x)\) such that \(p(\alpha_j) = \beta_j\), for all \(0 \leq j \leq n - 1\).

begin

1. for \(0 \leq j \leq n - 1\) pardo

   Set \(Q_{0,j}(x) = x - \alpha_j\)
2. for $h = 1$ to $\log n$ do
   for $0 \leq j \leq (n/2^h) - 1$ pardo
      Set $Q_{h,j}(x) = Q_{h-1,2j}(x) \times Q_{h-1,2j+1}(x)$
   end
3. Compute $Q_{k,0}(x)$, and use Algorithm 8.3 to compute $\gamma_j = Q_{k,0}(\alpha_j)$ for all $0 \leq j \leq n - 1$.
4. for $0 \leq j \leq n - 1$ pardo
   Set $p_j(x) = b_j/\gamma_j$
5. for $h = 1$ to $\log n$ do
   for $0 \leq j \leq (n/2^h) - 1$ pardo
      Set $p_{h,j}(x) = p_{h-1,2j}(x)Q_{h-1,2j+1}(x) + p_{h-1,2j+1}(x)Q_{h-1,2j}(x)$
   end
6. Set $p(x) = p_{k,0}(x)$.

**Example 8.18:**

Suppose that we want to determine the coefficients of the polynomial defined at the points $(0, -1), (1, -4), (-1, 4),$ and $(-2, -85)$. After step 1 is completed, we obtain $Q_{0,0} = x, Q_{0,1} = x - 1, Q_{0,2} = x + 1,$ and $Q_{0,3} = x + 2$. The loop defined at step 2 runs twice. During the first iteration, the two polynomials $Q_{1,0} = x(x - 1) = x^2 - x$ and $Q_{1,1} = (x + 1)(x + 2) = x^2 + 3x + 2$ are generated. The polynomial $Q_{2,0} = x^4 + 2x^3 - 2x^2 - 2x$ is generated at the second iteration. The derivative of $Q_{2,0}$ is given by $Q_{2,0} = 4x^3 + 6x^2 - 2x - 2$. The values of $\gamma_0 = 0, \gamma_1 = 2, \gamma_2 = -2, \gamma_3 = -6$. In step 4, we compute the numbers $p_{0,0} = 1, p_{0,1} = 0, p_{0,2} = 2, p_{0,3} = \pi/2$. The loop at step 5 runs for two iterations, the first of which produces $p_{1,0} = p_{0,0}Q_{0,1} + p_{0,1}Q_{0,0} = 0, p_{1,1} = p_{0,2}Q_{0,3} + p_{0,3}Q_{0,2} = y_5 / 6$, and $p_{1,2} = y_5 / 6$. At the end of the second iteration, we compute $p(x) = p_{2,0} = p_{1,0}Q_{1,1} + p_{1,1}Q_{1,0} = 16x^3 + 2x - 20x - 1$.

**Theorem 8.14:** Determining the coefficients of an $(n - 1)$st-degree polynomial specified by its values at $n$ distinct points can be achieved in $O(n \log^2 n)$ time, using a total of $O(n \log^2 n)$ operations.

**Proof:** The proof of the following theorem is similar to that of Theorem 8.13. The details are left to the reader.

**PRAM Model:** Like the algorithm for polynomial evaluation (Algorithm 8.3), Algorithm 8.4 runs on the EREW PRAM model within the stated bounds.

---

8.8 General Dense Matrices

So far in this chapter, we have encountered matrix problems involving either triangular or other special matrices, such as Toeplitz and circulant matrices. The algorithms described for inverting an $n \times n$ circulant matrix and an $n \times n$ triangular Toeplitz matrix are efficient, since the total number of operations used in each case is $O(n \log n)$. Our algorithm for inverting an $n \times n$ arbitrary triangular matrix is disappointing in this regard, since it uses $O(M(n))$ operations, compared to $O(n^2)$ operations used by the standard forward-substitution sequential algorithm. The algorithm to be described in this section for handling general dense matrices achieve polylogarithmic running time, but use considerably more operations than those required by the best known sequential algorithms.

The methods to which we just referred, called direct methods, should be contrasted with the class of iterative methods for which efficient parallel implementations do exist. Iterative methods consist of improving successive approximations until a close enough solution is found. On our arithmetic PRAM model, iterative methods can generate only approximate solutions, but we will insist that these solutions be very close to the exact solutions in a certain sense.

We shall start by describing fast direct methods for handling basic dense-matrix computations, followed by a description of an efficient parallel iterative algorithm for computing the inverse of a nonsingular matrix.

8.8.1 Direct Methods

Let $A$ be an $n \times n$ matrix whose entries come from an arbitrary field $F$, and let $A$ be an indeterminate. The characteristic polynomial of $A$ is defined to be

$$
\phi(\lambda) = \det (\lambda I - A) = \sum_{i=0}^n \lambda^i c_i,
$$

which is an $n$th-degree polynomial whose roots are called the eigenvalues of $A$. In particular, this definition implies that

$$
\phi(0) = c_0 = \det (-A),
$$

and hence $\det(A) = (-1)^n c_0$.

The characteristic polynomial plays an important role in determining canonical forms of $A$ under the similarity transformation. For our purposes, the importance of the characteristic polynomial is due partially to the following well-known theorem from linear algebra.

**Theorem 8.15** (Cayley–Hamilton): Let $A$ be a matrix whose entries come from an arbitrary field, and let $\phi(\lambda) = \sum_{i=0}^n \lambda^i c_i$ be its characteristic polynomial. Then, $\phi(A) = \sum_{i=0}^n c_i A^i = 0$. 


EXAMPLE 8.19:

Let $A$ be the $3 \times 3$ matrix

$$
\begin{bmatrix}
-1 & 2 & 0 \\
3 & 2 & 1 \\
0 & 0 & -1
\end{bmatrix},
$$

The matrix $\lambda I - A$ is given by

$$
\begin{bmatrix}
\lambda + 1 & -2 & 0 \\
-3 & \lambda - 2 & -1 \\
0 & 0 & \lambda + 1
\end{bmatrix},
$$

whose determinant is $\phi(\lambda) = \lambda^3 - 9\lambda - 8$. The Cayley-Hamilton theorem (Theorem 8.13) states that $A^3 - 9A - 8I = 0$, as can be easily verified. In addition, $\phi(0) = -8$, and thus $\det(A) = 8$.

For the remainder of this section, we will assume that our field $\mathbb{F}$ has characteristic 0; that is, given any element $a \in \mathbb{F}$, the relation $a + a + \cdots + a = 0$ implies $a = 0$.

The following lemma indicates the relevance of the Cayley-Hamilton theorem (Theorem 8.13) to the problem of solving a linear system of equations.

Lemma 8.3: Given the characteristic polynomial $\phi(\lambda)$ of an $n \times n$ matrix $A$, the linear system of equations defined by $Ax = b$ can be solved in $O(\log^2 n)$ time, using a total of $O(M(n) \log n)$ operations.

Proof: Let the characteristic function be given by $\phi(\lambda) = \sum_{i=0}^{n} c_i \lambda^i$. By the Cayley-Hamilton theorem, we have $\sum_{i=0}^{n} c_i A^i = -c_0 I$. This equation implies that, for an arbitrary vector $x$, we have $\sum_{i=0}^{n} c_i A^i x = -c_0 x$. In particular, if $x$ is such that $Ax = b$, we get $A^i x = A^{-1} (A^i x) = A^{-1} b$, and thus $\sum_{i=0}^{n} c_i A^{i-1} b = c_0 x$.

Recall from Example 8.3 that the Krylov matrix associated with an $n \times n$ matrix $A$ and an $n$-dimensional vector $b$ is the matrix $[b, Ab, A^2 b, \ldots, A^{n-1} b]$. We have seen that such a matrix can be computed in $O(\log^2 n)$ time, using $O(M(n) \log n)$ operations (Example 8.3). Since the characteristic polynomial is given, the coefficients $c_i$ are known, and hence $\sum_{i=0}^{n} c_i A^{i-1} b$ is just a linear combination of the columns of the Krylov matrix. If $c_0 \neq 0$, we declare the system to be singular; otherwise, we set $x = -\frac{1}{c_0} \sum_{i=1}^{n} c_i A^{i-1} b$. 

A partial converse of Lemma 8.3 exists (see Exercise 8.21).

Implicit in the proof of Lemma 8.3 is a method for computing $A^{-1}$, whenever it exists, from the polynomial $\phi(\lambda)$. In fact, the Cayley-Hamilton theorem implies $(\sum_{i=0}^{n} c_i A^i) A = -c_0 I$. The matrix $A$ is invertible if and only if $c_0 \neq 0$ (recall also that $\det(A) = (-1)^n c_0$). And, in this case, $A^{-1}$ is given by $A^{-1} = -\frac{1}{c_0} \sum_{i=1}^{n} c_i A^{i-1}$.

We have thus far shown that the coefficients of the characteristic polynomial of a matrix $A$ can be used to solve a linear system of equations whose coefficient matrix is defined by $A$, and can be used to invert $A$ whenever $A$ is nonsingular. In addition, $\det(A) = (-1)^n c_0$, where $c_0$ is the constant coefficient of the characteristic polynomial. We now consider the problem of developing a fast parallel algorithm for computing the characteristic polynomial.

Computation of the Characteristic Polynomial. We define the trace of a matrix $A$ to be $tr(A) = \sum_{i=1}^{n} a_{ii}$. The trace is simply the sum of the entries on the diagonal of $A$. Let $s_k = tr(A^k)$, for $1 \leq k \leq n - 1$. The coefficients $c_i$ of the characteristic polynomial of $A$ and the terms $s_k$ are related by the following system of equations:

$$
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
s_{n-1} & \ldots & \ldots & \ldots & s_1 \\
s_n & s_{n-1} & \ldots & \ldots & 0
\end{bmatrix}
\begin{bmatrix}
c_0 \\
c_1 \\
c_2 \\
\vdots \\
\vdots \\
\vdots \\
s_{n-2} \\
s_{n-1}
\end{bmatrix}
= -
\begin{bmatrix}
s_1 \\
s_2 \\
s_3 \\
\vdots \\
\vdots \\
\vdots \\
s_{n-1} \\
s_n
\end{bmatrix}
\tag{8.8}
$$

The derivation of Eq. 8.8 is not as difficult as it may seem to be at first. It follows from the well-known Newton's identities relating the coefficients of an arbitrary polynomial to the sums of powers of the roots of the polynomial. A sketch of such a derivation is given in Exercises 8.26 and 8.27.

We have reduced the problem of computing the coefficients of $\phi(\lambda)$ to that of solving a triangular linear system of equations defined by $\frac{1}{c_k} s_k$, for $1 \leq k \leq n - 1$, where the terms $s_k$ are the traces of the matrices $A^k$. The traces can be computed trivially from the matrix powers $A^2, A^3, \ldots, A^{n-1}$, which can be computed fast in parallel. Moreover, we have already designed, in Section 8.2, a fast parallel algorithm to solve triangular systems. Therefore, we propose an algorithm whose main steps are these:

- **Step 1:** Compute $A^2, A^3, \ldots, A^{n-1}$.
- **Step 2:** Compute $s_k = tr(A^k)$, for $1 \leq k \leq n$.
- **Step 3:** Solve the triangular linear system of equations (Eq. 8.8) relating the coefficients of the characteristic polynomial to the terms $s_k$.

The following theorem gives the complexity of the algorithm for computing the characteristic polynomial.
Theorem 8.16: Given an \( n \times n \) matrix \( A \), the coefficients of the characteristic polynomial of \( A \) can be determined in \( O(\log^2 n) \) time, using a total of \( O(nM(n)) \) operations.

**Proof:** The complexity bounds of each step can be estimated as follows. Step 1 can be handled by a prefix-sums algorithm. Hence, it requires \( O(\log n) \) iterations, each of which involves a number of matrix multiplications. Therefore, the total time to execute step 1 is \( O(\log^2 n) \). We clearly need \( \Theta(n) \) matrix multiplications; hence, the total number of operations is \( O(nM(n)) \). Step 2 requires \( O(\log n) \) time, using \( O(n^2) \) operations, while step 3 can be done in \( O(\log^2 n) \) time, using \( O(M(n)) \) operations. Therefore, the running time of the algorithm is \( O(\log^3 n) \), and the total number of operations is \( O(nM(n)) \).

**Remark 8.2:** The coefficient matrix of the linear system of equations defined by Eq. 8.8 is almost a Toeplitz matrix. It is possible to solve this system in \( O(\log^2 n) \) time, using only \( O(n \log n) \) operations. The details are left to Exercise 8.30.

The results of Theorem 8.16 can be extended to cover three basic matrix computations.

**Corollary 8.3:** Let \( A \) be an \( n \times n \) matrix. Each of the following problems can be solved in \( O(\log^2 n) \) time, using a total of \( O(nM(n)) \) operations:
1. Solve the linear system \( Ax = b \), for any given vector \( b \).
2. Invert \( A \), whenever \( A \) is nonsingular.
3. Compute \( \det(A) \).

**Computation of the LU and QR Factorizations.** Let \( A \) be an \( n \times n \) nonsingular matrix. We wish to determine, whenever possible, a nonsingular lower triangular matrix \( L \) and a nonsingular upper triangular matrix \( U \) such that \( A = LU \). This problem is referred to as the LU factorization of \( A \).

Let \( n \) be a power of 2, and suppose that the \( LU \) factors of \( A \) exist. We then partition \( A, L \), and \( U \) into \( \frac{n}{2} \times \frac{n}{2} \) blocks as follows:

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} =
\begin{bmatrix}
L_{11} & 0 \\
L_{21} & L_{22}
\end{bmatrix}
\begin{bmatrix}
U_{11} & U_{12} \\
0 & U_{22}
\end{bmatrix}
\]

This identity implies that \( A_{11} = L_{11}U_{11}, A_{12} = L_{11}U_{12}, A_{21} = L_{21}U_{11}, \) and \( A_{22} = L_{21}U_{12} + L_{22}U_{22} \). Hence, an algorithm for computing the \( LU \) factors consists of the following steps:

1. **Step 1:** Compute \( A_{11}^{-1} \) if \( A_{11} \) is nonsingular; otherwise, declare that \( A \) does not have \( LU \) factors.
2. **Step 2:** Compute \( A_{11}^{-1}A_{12}, A_{21}A_{11}^{-1}, \) and \( A_{21}A_{11}^{-1}A_{12} \).
3. **Step 3:** Recursively compute the \( LU \) factors of \( A_{11} \) (say, \( L_{11} \) and \( U_{11} \)), and the \( LU \) factors of \( A_{22} - A_{21}A_{11}^{-1}A_{12} \) (say, \( L_{22} \) and \( U_{22} \)).
4. **Step 4:** Let \( L_{12} = (A_{21}A_{11}^{-1})L_{11} \) and \( U_{12} = U_{11}(A_{11}^{-1}A_{12}) \).

Let us verify the correctness of the algorithm. Since \( L \) and \( U \) are supposed to be nonsingular, \( L_{11} \) and \( U_{11} \) must be nonsingular, and hence \( A_{11} \) also is nonsingular. It is easy to check that \( A \) has an \( LU \) factorization if and only if \( A_{11} \) and \( A_{22} - A_{21}A_{11}^{-1}A_{12} \) have \( LU \) factorizations.

The following theorem gives us the efficiency of our \( LU \) factorization algorithm.

**Theorem 8.17:** Let \( A \) be an \( n \times n \) nonsingular matrix that has an \( LU \) factorization. Then \( L \) and \( U \) can be determined in \( O(\log^2 n) \) time, using a total of \( O(nM(n)) \) operations.

**Proof:** Let \( T(n) \) and \( W(n) \) be the required time and number of operations, respectively. Then, \( T(n) \) and \( W(n) \) satisfy the following recurrence relations:

\[
T(n) = T(n/2) + O(\log^2 n)
\]

\[
W(n) = I(n/2) + 5M(n/2) + 2W(n/2) + O(n^2),
\]

where \( I(n) \) is the number of operations required by our algorithm to invert an \( n \times n \) matrix in \( O(\log^2 n) \) time. Clearly, \( T(n) = O(\log^3 n) \) satisfies the first relation.

As for the recurrence relation of \( W(n) \), we claim that \( W(n) \leq 4I(n) \), under the reasonable assumption \( I(n) \geq 4I(n/2) \). Assume that this bound holds for matrices of size \( (n/2) \times (n/2) \). Then, \( W(n) \leq I(n/2) + 5M(n/2) + 8I(n/2) + O(n^2) \leq 15I(n/2) \leq 4I(n) \). Therefore, the claimed complexity bounds follow.

**Related to LU Factorization.** The problem of \( QR \) factorization. Given an \( n \times n \) nonsingular matrix \( A \), we wish to find an orthogonal matrix \( Q \) (that is, \( Q \) satisfies \( QQ^T = I \)) such that \( A = QR \), where \( R \) is a nonsingular upper triangular matrix. It turns out that the \( QR \) factors can be computed from the \( LU \) factors of \( A^T A \) (see Exercise 8.29). This fact leads us to the following theorem.

**Theorem 8.18:** Let \( A \) be an \( n \times n \) nonsingular matrix. Then, the \( QR \) factors of \( A \) can be computed in \( O(\log^3 n) \) time, using a total of \( O(nM(n)) \) operations.

**PRAM Model:** Since our matrix-multiplication algorithm is a basic building block, the CREW PRAM model can be used to achieve the stated bounds.
8.8.2 ITERATIVE METHODS

Given that the arithmetic PRAM model performs various arithmetic operations exactly, the direct methods for handling matrix computations, described earlier in this chapter, generate exact solutions. In this section, we turn to iterative methods that will generate provably good approximations to our desired matrix computations. In reality, only finite-precision arithmetic can be used in matrix computations, resulting in round-off errors; hence, the solutions produced by the direct methods are also approximations to the exact solutions. However, such issues are outside the scope of this book. Iterative methods for matrix computations are widely used, especially for large systems, because these methods tend to be simpler, to be more robust to numerical errors, and to require less storage than direct methods. Here, we shall describe an iterative scheme for computing the inverse of a matrix.

The Approximation Notion. Let \( A \) be an \( n \times n \) nonsingular matrix. We desire an efficient parallel method to compute a matrix \( B \) that can be viewed as a very good approximation to \( A^{-1} \). The first question that comes to mind is how to measure the closeness of the matrix \( B \) to \( A^{-1} \). We shall examine the concept briefly; this notion has been the subject of extensive studies in numerical computations.

Let \( x = [x_1, x_2, \ldots, x_n] \) be an \( n \)-dimensional vector with entries over a field. The Euclidean norm of the vector \( x \) is defined to be \( \|x\| = (\sum_{i=1}^{n} x_i^2)^{1/2} \). This norm is usually denoted by \( \|x\|_2 \), but since it is the only norm we shall use, no confusion will arise if we drop the subscript. The norm of a matrix \( A \) is defined by

\[
\|A\| = \max_{\|x\|=1} \|Ax\|.
\]

The following lemma lists some simple properties of the matrix norm. The first three properties reinforce the intuitive notion of a norm. Its proof is simple; it is left to Exercise 8.25.

**Lemma 8.4:** Let \( A \) and \( B \) be two matrices of the same size. Then, the following properties hold:

1. \( \|A\| \geq 0 \), and \( \|A\| = 0 \) if and only if \( A = 0 \).
2. \( \|cA\| = |c| \|A\| \) for any scalar \( c \).
3. \( \|A + B\| \leq \|A\| + \|B\| \).
4. \( \|AB\| \leq \|A\| \|B\| \).

An \( n \times n \) matrix \( B \) will be considered to be a good approximation to \( A^{-1} \) if the relative error \( \|B - A^{-1}\|/\|A^{-1}\| \) is small. For our purposes, we will require the strong condition \( \|B - A^{-1}\|/\|A^{-1}\| \leq q^c \), where \( 0 < q < 1 \) and \( c \) is a positive integer.

**Theorem 8.19:** Let \( A \) be an \( n \times n \) invertible matrix, and let \( B_0 = \alpha A^T \), where \( \alpha = 1/\|r(A^TA)\| \), then \( \|B_0\| = \|I - B_0A\| = q < 1 \), and the matrix \( B_k \) generated by the iterative method \( B_k = (I + r(B_{k-1}))B_{k-1} \) satisfies \( \|B_k - A^{-1}\|/\|A^{-1}\| \leq q^{2^k} \). Therefore, a good approximation to \( A^{-1} \) can be found in \( O(\log^2 n) \) time, using a total of \( O(M(n) \log n) \) operations.

**Proof:** The correctness proof follows from the discussions preceding the statement of the theorem. The error bound implies that \( O(\log n) \) iterations are sufficient to guarantee an approximation satisfying our condition. Each such iteration can be done in \( O(\log n) \) time, using \( O(M(n)) \) operations.

**PRAM Model:** The basic computational step needed to implement the iterative algorithm described is matrix multiplication. Hence, a CREW PRAM model is needed to achieve the bounds stated in the theorem.
8.9 Dense Structured Matrices

As we saw in Section 8.8, the direct methods require an excessive number of operations to carry out basic matrix computations fast. We will now explore the possibility of reducing the amount of work in the case where the dense matrices possess certain regular structures, as do Toeplitz matrices, for example. Informally, we refer to such matrices as structured. These types of matrices are used in many applications; hence, related computations are interesting in their own right.

8.9.1 EXAMPLES OF NON-TOEPLITZ STRUCTURED MATRICES

To get a feel for what we mean by structured matrices, we begin by examining a couple of non-Toeplitz matrices, before continuing our examination of Toeplitz matrices.

An \( m \times n \) Vandermonde matrix \( V = (v_{ij}) \) corresponds to a vector \( \mathbf{p} = [p_0, \ldots, p_{m-1}] \), where \( v_{ij} = p_j^i, 0 \leq i \leq m - 1 \) and \( 0 \leq j \leq n - 1 \); that is,

\[
V = \begin{bmatrix}
1 & p_0 & p_0^2 & \cdots & p_0^{n-1} \\
1 & p_1 & p_1^2 & \cdots & p_1^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & p_{m-1} & p_{m-1}^2 & \cdots & p_{m-1}^{n-1}
\end{bmatrix}
\]

The matrix-vector product \( \mathbf{V} \mathbf{a} \), where \( \mathbf{a} = [a_0, \ldots, a_{n-1}] \), corresponds to the evaluation of the polynomial \( Q(x) = \sum_{r=0}^{n} a_r x^r \) at the \( m \) points \( p_0, p_1, \ldots, p_{m-1} \). On the other hand, solving the linear system of equations \( \mathbf{V} \mathbf{a} = \mathbf{b} \) (and \( m = n \)) corresponds to polynomial interpolation.

Another non-Toeplitz structured matrix is called the Sylvester or resultant matrix \( S(p, q) \) of two polynomials \( p(x) \) and \( q(x) \). If \( p(x) = \sum_{r=0}^{m} a_r x^r \) and \( q(x) = \sum_{r=0}^{n} b_r x^r \), then \( S(p, q) \) is the \( (m + n) \times (m + n) \) matrix defined as follows:

\[
S(p, q) = \begin{bmatrix}
a_0 & a_1 & \cdots & a_m & b_n & b_{n-1} & \cdots & b_0 \\
a_{m-1} & a_m & \cdots & a_0 & b_n & b_{n-1} & \cdots & b_0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_0 & a_1 & \cdots & a_m & b_n & b_{n-1} & \cdots & b_0 \\
\end{bmatrix}
\]

That is, \( S(p, q) = [T_1, T_2] \), where \( T_1 \) is an \((m + n) \times m\) Toeplitz matrix whose first column is \([a_0, a_{m-1}, \ldots, a_0, 0, \ldots, 0]^T\) and whose first row is \([a_m, 0, \ldots, 0]^T\), and \( T_2 \) is an \((m + n) \times n\) Toeplitz matrix whose first column is \([b_n, b_{n-1}, \ldots, b_0]^T\) and whose first row is \([b_0, 0, \ldots, 0]^T\). For example, the Sylvester matrix corresponding to \( p(x) = u_0 + u_1 x + u_2 x^2 + u_3 x^3 \) and \( q(x) = v_0 + v_1 x + v_2 x^2 + v_3 x^3 \) is

\[
\begin{bmatrix}
u_3 & 0 & u_3 & 0 \\
u_2 & v_3 & 0 & v_3 \\
u_1 & v_2 & v_3 & 0 \\
u_0 & u_1 & v_2 & v_1 \\
u_0 & u_0 & v_1 & v_0
\end{bmatrix}
\]

The determinant of \( S(p, q) \) is called the resultant of the two polynomials \( p(x) \) and \( q(x) \). An important application of the resultant is indicated in the following well-known theorem of algebra.

**Theorem 8.20**: Let \( p(x) = \sum_{r=0}^{m} a_r x^r \) and \( q(x) = \sum_{r=0}^{n} b_r x^r \) be two polynomials over a field \( F \) such that \( a_m \neq 0 \) and \( b_n \neq 0 \). Then, the resultant is equal to 0 if and only if \( p(x) \) and \( q(x) \) have a common factor of positive degree in \( F[x] \). In particular, the two polynomials have a common root (which may not be in \( F \)) if and only if the resultant is equal to 0.

Another application of the Sylvester matrix will occur in the algorithm to compute the greatest common divisor, described in Section 8.9.3. The greatest-common-divisor algorithm requires the solution of a linear system whose coefficient matrix is a submatrix of the Sylvester matrix, which we call a subresultant matrix.

In the meantime, we return to the problem of computing matrix inversion iteratively; we apply the results to Toeplitz matrices in particular.

8.9.2 NEWTON'S ITERATION FOR MATRIX INVERSION

Our starting point will be to adapt the iterative algorithm for matrix inversion that we discussed in Section 8.8.2. We shall replace the notion of a norm by that of modular polynomial arithmetic.

Let \( A \) be an arbitrary \( n \times n \) matrix and let \( \lambda \) be an indeterminate. Since \( (I - \lambda A)(I + A + \lambda^2 A^2 + \cdots + \lambda^k A^k) = I - \lambda^{k+1} A^{k+1}, \) for any positive integer \( k \), we have that \( (I - \lambda A)(I + \lambda A + \cdots + \lambda^k A^k) = I \mod \lambda^{k+1}. \) That is, \( (I - \lambda A)^{-1} \mod \lambda^{k+1} = I + A + \cdots + \lambda^k A^k. \)

We now state the basic algorithm for computing \( (I - \lambda A)^{-1}. \) (Compare this algorithm with the iterative scheme in Section 8.8.2 for computing the inverse.)
8.9.3 NEWTON’S ITERATION FOR TOEPLTZ MATRIX INVERSION

From our earlier discussion of Toeplitz matrices (Section 8.5), recall that the entries on each diagonal of a Toeplitz matrix $T$ are equal, and that the matrix-vector product $Tx$ can be reduced to a convolution of two vectors (and hence to the product of two polynomials). In particular, the multiplication of an $n \times n$ Toeplitz matrix $T$ by an $n$-dimensional vector can be performed in $O(\log n)$ time, using a total of $O(n \log n)$ operations (Lemma 8.1).

The key observation that will allow the development of a more efficient algorithm derives from the following theorem.

**Theorem 8.21:** Let $T^{-1}$ be the inverse of an $n \times n$ Toeplitz matrix $T$, and let $u = [u_1, \ldots, u_n]^{T}$ and $v = [v_1, \ldots, v_n]^{T}$ be the two vectors representing the first and the last columns, respectively, of $T^{-1}$. Let $L(u)$ denote the lower triangular Toeplitz matrix whose first column is $u$, and let $U(v)$ be the upper triangular Toeplitz matrix whose first row is $v$. Then

$$u_i T^{-1} = L(u) U(v^{(i)}) - L(v^{(i)}) U(u^{(i)}),$$

where $v^{(i)} = [v_n, v_{n-1}, \ldots, v_i]^{T}$, $v^{(i)} = [v_0, v_1, \ldots, v_{n-1}]^{T}$, and $u^{(i)} = [0, u_1, \ldots, u_i]^{T}$. \hfill \Box

The proof of this theorem can be found in several of the references given at the end of this chapter (see bibliographic notes).

**Example 8.20:**

Let $n = 3$. Then

$$u_i T^{-1} = \begin{bmatrix} u_1 & 0 & 0 \\ u_2 & u_1 & 0 \\ u_3 & u_2 & u_1 \end{bmatrix} \begin{bmatrix} v_3 & v_2 & v_1 \\ 0 & 0 & 0 \\ 0 & v_3 & v_2 \end{bmatrix} - \begin{bmatrix} v_1 & 0 & 0 \\ 0 & v_1 & 0 \\ 0 & 0 & v_1 \end{bmatrix} \begin{bmatrix} 0 & u_3 & u_2 \\ 0 & 0 & u_3 \\ 0 & 0 & 0 \end{bmatrix}. \hfill \Box$$

Let us now revisit the basic Newton iteration $X_i = (2I - X_{i-1} B) X_{i-1}$. Since $X_i = (I - \lambda A)^{-1} \mod \lambda^2$, Theorem 8.21 implies that $X_i$ is uniquely determined by its first and its last columns. Suppose the first column $u_{i-1}$ and last column $v_{i-1}$ of $X_{i-1}$ are given. Then, using the theorem, we can see that the first column of $u_{i}$ of $X_{i}$ is given by

$$u_i = (2I - X_{i-1} B) u_{i-1};$$

that is,

$$u_i = 2u_{i-1} - c [L(u_{i-1}) U(v_{i-1}^{(i)}) - L(v_{i-1}^{(i)}) U(u_{i-1}^{(i)})] B u_{i-1},$$

where $c$ is equal to the inverse of the first entry of $u_{i-1}$, $X_i$ has the form $1 + a_1\lambda + a_2\lambda^2 + \ldots + a_{n-1}\lambda^n$, and hence its inverse $c$ will always exist.
We conclude that we can obtain the column $u_i$ from $u_{i-1}$ and $v_{i-1}$ by applying several matrix-vector products, where each matrix is a Toeplitz matrix. We have already seen, in Section 8.5, that such a computation can be reduced to polynomial multiplication (or convolution). Since the elements involved are polynomials in $\lambda$, such a matrix-vector product is now reduced to polynomial multiplication where each polynomial has two variables.

Polynomial multiplication with several variables can be handled by iterating the one-variable case. For the two-variable case, we obtain an algorithm running in $O(\log n)$ time and using a total of $O(n^2 \log n)$ operations, with the assumption that our field supports the FFT algorithm. The details are left to Exercise 8.13.

Obviously, a similar procedure applies to the problem of computing $v_i$.

This discussion suggests that each iteration of Algorithm 8.5 can be done in $O(\log n)$ time, using a total of $O(n^2 \log n)$ operations, whenever the input matrix is a Toeplitz matrix. Therefore, we have the following theorem.

**Theorem 8.22:** For an $n \times n$ Toeplitz matrix $T$, we can compute $(I - \lambda T)^{-1}$ mod $\lambda^{n+1}$ in $O(\log^2 n)$ time, using a total of $O(n^2 \log^2 n)$ operations.

**Corollary 8.4:** If $T$ is an $n \times n$ Toeplitz matrix, then the quantities $s_i = tr(T^i)$, where $1 \leq i \leq n - 1$, can be computed in $O(\log^2 n)$ time, using $O(n^2 \log^2 n)$ operations.

**Corollary 8.5:** The characteristic polynomial of an $n \times n$ Toeplitz matrix $T$ can be computed in $O(\log^2 n)$ time, using $O(n^2 \log^2 n)$ operations. Therefore, computation of the determinant of a Toeplitz matrix can also be carried out within these bounds.

**Proof:** As we have seen before, the coefficients of the characteristic polynomial of $T$ can be obtained from $\{s_i = tr(T^i)\}_{1 \leq i \leq n - 1}$ in $O(\log^2 n)$ time, using a total of $O(n \log n)$ operations (see Remark 8.2).

**Corollary 8.6:** Solving a linear system of equations whose coefficient matrix is an $n \times n$ Toeplitz matrix can be done in $O(\log^2 n)$ time, using a total of $O(n^2 \log^2 n)$ operations.

**Proof:** By Corollary 8.5, we can compute the characteristic polynomial of the coefficient matrix in $O(\log^2 n)$ time, using a total of $O(n^2 \log^2 n)$ operations. We have already seen, in Lemma 8.3, how we can solve a linear system from the coefficients of the characteristic polynomial. We can use the same method here, in combination with Theorem 8.22 and the fact that $(I - \lambda T)^{-1}$ mod $\lambda^{n+1}$ is uniquely determined by its first and last columns, to solve the Toeplitz linear system of equations in $O(\log^2 n)$, using a total of $O(n^2 \log^2 n)$ operations.

These results for Toeplitz matrices apply to resultant matrices as well. As a matter of fact, the same strategy can be used to handle the class of Toeplitz-like matrices, which in particular contains resultant and subresultant matrices. Hence, we shall assume in what follows that a solution of a linear system whose coefficient matrix is a subresultant can be determined in $O(\log^2 n)$ time, using $O(n^2 \log^2 n)$ operations.

### 8.9.4 DETERMINATION OF THE POLYNOMIAL GREATEST COMMON DIVISOR

One application of the Sylvester matrix, introduced in Section 8.9.1, is computing the greatest common divisor (gcd) of two polynomials. The gcd of the two polynomials $u(x) = \sum_{i=0}^{m} u_i x^i$ and $v(x) = \sum_{i=0}^{n} v_i x^i$ over a field $F$ is a polynomial $\delta(x) \in F[x]$ such that the following two conditions are true: (1) $\delta(x)$ divides both $u(x)$ and $v(x)$, and (2) every divisor of $u(x)$ and $v(x)$ divides $\delta(x)$. In other words, the gcd of $u(x)$ and $v(x)$ is a maximum-degree polynomial that divides both $u(x)$ and $v(x)$. To make the gcd of $u(x)$ and $v(x)$ unique, we can require that $\delta(x)$ be monic; that is, the coefficient of the highest degree term of $\delta(x)$ is equal to 1.

**Example 8.21:**

Let $u(x) = x^3 - 2x^2 + 2x - 1$ and $v(x) = x^4 - x^3 + 2x^2 - x + 1$ be two polynomials over the field of real numbers. Then, $u(x) = (x - 1)(x^2 - x + 1)$ and $v(x) = (x^2 + 1)(x^2 - x + 1)$. Hence, $\delta(x) = x^2 - x + 1$ is the gcd of the two polynomials $u(x)$ and $v(x)$.

**Extended Euclid’s Algorithm.** We start by outlining Euclid’s algorithm for computing the gcd of the two polynomials $u(x) = \sum_{i=0}^{m} u_i x^i$ and $v(x) = \sum_{i=0}^{n} v_i x^i$. Without loss of generality, we assume that $m \leq n$.

We set $u_0(x) = u(x)$ and $u_1(x) = v(x)$, and start by dividing $u_0(x)$ by $u_1(x)$ to obtain $u_0(x) = q_1(x)u_1(x) + u_2(x)$, where $q_1(x)$ is the quotient and $u_2(x)$ is the remainder. Hence, $\deg(u_2(x)) < \deg(u_1(x))$. Any divisor of $u_0(x)$ and $u_1(x)$ is a divisor of $u_1(x)$ and $u_2(x)$, and, conversely, any divisor of $u_1(x)$ and $u_2(x)$ is a divisor of $u_0(x)$ and $u_1(x)$. Therefore, $\gcd(u_0(x), u_1(x)) = \gcd(u_1(x), u_2(x))$. 


We now divide $u_1(x)$ by $u_2(x)$; we obtain

$$u_1(x) = q_2(x)u_2(x) + u_3(x),$$

where $\deg(u_3(x)) < \deg(u_2(x))$. As before, $gcd(u_2(x), u_3(x)) = gcd(u_1(x), u_2(x)) = gcd(u(x), v(x))$, and hence the process can be continued until we have

$$u_{k-1}(x) = q_k(x)u_k(x);$$

that is, the remainder $u_{k+1}(x)$ is equal to 0. Since the degrees of the successive remainders are strictly decreasing, we will reach this stage after at most $m$ iterations. We now conclude that $\delta(x) = gcd(u(x), v(x)) = u_1(x)$ since $gcd(u_{k-1}(x), u_k(x)) = u_k(x)$, and Euclid’s algorithm terminates.

The best-known sequential algorithm for computing the gcd of two polynomials is based on a divide-and-conquer implementation of Euclid’s algorithm that requires $O(n \log^2 n)$ operations. Starting from Euclid’s algorithm, we shall derive a different algorithm that is more suitable for parallel processing.

Using the remainder sequence $u_{k-1}(x), u_{k-2}(x), \ldots, u_0(x)$ described earlier, we can express the gcd $u_k(x)$ as follows: $u_k(x) = p(x)u(x) + q(x)v(x)$, for some polynomials $p(x)$ and $q(x)$. In fact, the extended Euclidean scheme computes the gcd as well as the two polynomials $p(x)$ and $q(x)$ as follows:

Let $u_0(x) = u(x), u_1(x) = v(x), v_0(x) = 0, v_1(x) = 1, w_0(x) = 1$, and $w_1(x) = 0$. Then, for $i = 1, 2, \ldots, k$, where $u_{k+1}(x) = 0$, we compute the following:

$$u_{i+1}(x) = -q_i(x)u_i(x) + u_{i-1}(x)$$

$$v_{i+1}(x) = -q_i(x)v_i(x) + v_{i-1}(x)$$

$$w_{i+1}(x) = -q_i(x)w_i(x) + w_{i-1}(x),$$

where $\deg u_{i+1}(x) < \deg u_i(x)$. The computation of the $(u_i)$ sequence is identical to the one described before. Our interest in the two sequences $\{v_i\}$ and $\{w_i\}$ is due to the following identity, which can be easily shown by induction on $i$:

$$w_i(x)u(x) + v_i(x)v(x) = u_i(x).$$

Therefore, $gcd(u(x), v(x)) = u_k(x) = w_k(x)u(x) + v_k(x)v(x)$.

In summary, we have shown that the greatest common divisor $\delta(x)$ of two polynomials $u(x)$ and $v(x)$ can be expressed as $\delta(x) = p(x)u(x) + q(x)v(x)$, for some polynomials $p(x)$ and $q(x)$.

On the other hand, any polynomial $s(x)$ of the form $s(x) = \alpha(x)u(x) + \beta(x)v(x)$, for any two polynomials $\alpha(x)$ and $\beta(x)$, is divisible by $\delta(x)$ since $\delta(x)$ divides both $u(x)$ and $v(x)$. We conclude that $\delta(x)$ is the smallest-degree polynomial that can be written in the form $\delta(x) = p(x)u(x) + q(x)v(x)$, for some polynomials $p(x)$ and $q(x)$. This fact can be expressed in more abstract terms as follows.

**Remark 8.3:** Let $\mathbb{F}[x]$ be the ring of polynomials over the field $\mathbb{F}$. Then, the ideal generated by any two polynomials $u(x)$ and $v(x)$ in $\mathbb{F}[x]$ consists of all the elements that are multiples of the greatest common divisor $\delta(x)$.

**A Fast Parallel Algorithm.** Our parallel algorithm will identify the two polynomials $p(x)$ and $q(x)$ defining $\delta(x)$ as follows:

Let the degree of $\delta(x)$ be $k$. Then, using the remainder sequence generated by the extended Euclidean scheme, it is easy to show by induction that $deg(p(x)) \leq m - k - 1$ and $deg(q(x)) \leq n - k - 1$. Hence, suppose that $p(x) = \sum_{i=0}^{m-k-1} p_ix^i$ and $q(x) = \sum_{i=0}^{n-k-1} q_ix^i$, where the $p_i$'s and the $q_i$'s are to be determined.

As we saw in Section 8.5.1, each polynomial product can be expressed as a Toeplitz matrix-vector product. In particular, the coefficients of $p(x)u(x)$ are given by

$$
\begin{bmatrix}
  u_n & u_{n-1} & \cdots & u_1 & u_0 \\
  u_{n-1} & u_n & \cdots & u_2 & u_1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  u_1 & u_2 & \cdots & u_{n-1} & u_n \\
  u_0 & u_1 & \cdots & u_n & u_{n-1} \\
\end{bmatrix} \begin{bmatrix}
  p_{m-k-1} \\
  p_{m-k} \\
  \vdots \\
  p_1 \\
  p_0 \\
\end{bmatrix},
$$

where the coefficient matrix is Toeplitz of size $(n + m - k) \times (m - k)$. A similar matrix-vector product holds for the polynomial multiplication $q(x)v(x)$.

Since the gcd of the two polynomials $u(x)$ and $v(x)$ satisfies $\delta(x) = p(x)u(x) + q(x)v(x)$, its coefficients are given by the following product:

$$
\begin{bmatrix}
  u_n & u_{n-1} & \cdots & u_1 & u_0 \\
  u_{n-1} & u_n & \cdots & u_2 & u_1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  u_1 & u_2 & \cdots & u_{n-1} & u_n \\
  u_0 & u_1 & \cdots & u_n & u_{n-1} \\
\end{bmatrix} \begin{bmatrix}
  p_{m-k-1} \\
  p_{m-k} \\
  \vdots \\
  p_1 \\
  p_0 \\
\end{bmatrix},
$$

where the coefficient matrix is of size $(n + m - k) \times (n + m - 2k)$. 
The coefficient of $x^i$ in the polynomial $p(x)u(x) + q(x)v(x)$ must be 0 for all $j > k$, and the coefficient of $x^k$ must be equal to 1 (which ensures that $\delta(x)$ is monic of degree $k$). We therefore obtain the following linear system of equations by removing the last $k$ rows of the coefficient matrix in Eq. 8.10:

\[
\begin{bmatrix}
\vdots
u_n & \vdots \\
\vdots & \vdots \\
u_0 & \vdots \\
u_{m-1} & v_{m-1} & v_m \\
\vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots \\
u_0 & v_0 & v_1 & v_k \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\begin{bmatrix}
p_m-k-1 \\
p_j \\
p_0 \\
q_m-k-1 \\
q_1 \\
q_0 \\
\vdots
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1 \\
1
\end{bmatrix}
\tag{8.11}
\]

For example, for $n = 4$, $m = 5$ and $k = 1$, we get

\[
\begin{bmatrix}
u_4 & 0 & 0 & 0 & v_5 & 0 & 0 \\
u_3 & u_4 & 0 & 0 & v_4 & v_5 & 0 \\
u_2 & u_3 & u_4 & 0 & v_3 & v_4 & v_5 \\
u_1 & u_2 & u_3 & u_4 & v_2 & v_3 & v_4 \\
u_0 & u_1 & u_2 & u_3 & v_1 & v_2 & v_3 \\
0 & u_0 & u_1 & u_2 & v_0 & v_1 & v_2 \\
0 & 0 & u_0 & u_1 & v_0 & v_1 & v_2 \\
0 & 0 & 0 & u_0 & v_0 & v_1 & v_2
\end{bmatrix}
\begin{bmatrix}
p_3 \\
p_2 \\
p_1 \\
q_2 \\
q_1 \\
q_0
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1 \\
1
\end{bmatrix}
\]

Note that the coefficient matrix of the system in Eq. 8.11 is of size $(n + m - 2k) \times (n + m - 2k)$, and is a submatrix of the Sylvester matrix associated with the two polynomials $u(x)$ and $v(x)$. As we indicated near the beginning of this section, such a matrix is referred to as a subresultant.

Example 8.22:

Consider the two polynomials $u(x) = x^3 - 2x^2 + 2x - 1$ and $v(x) = x^4 - x^3 + 2x^2 - x + 1$ whose gcd polynomial of degree 2 was found in Example 8.21. Let $p(x) = p_0 + p_1 x$ and $q(x) = q_0$. Then, $p(x)u(x) + q(x)v(x) = (p_1 + q_0)x^4 + (p_0 - 2p_1 - q_0)x^3 + (-2p_0 + 2q_0 + 2q_1)x^2 + (2p_0 - p_1 - q_1)x + q_0 - p_0$. Thus, we must have $p_1 + q_0 = p_0 - 2p_1 - q_0 = 0$ and $-2p_0 + 2q_0 + 2q_1 = 1$. In matrix form, this result would be

\[
\begin{bmatrix}
1 & 0 & 1 \\
-2 & 1 & -1 \\
2 & -2 & 2
\end{bmatrix}
\begin{bmatrix}
p_1 \\
p_0 \\
q_0
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix}
\]

Solving this linear system of equations, we obtain $p_0 = p_1 = -\frac{1}{2}$ and $q_0 = \frac{1}{2}$. Substituting these values into $p(x)u(x) + q(x)v(x)$, we get $x^2 - x + 1$, which is indeed the gcd of $u(x)$ and $v(x)$.

Since the coefficient matrix of the linear system defined by Eq. 8.11 consists of two Toeplitz blocks, it can be shown that the techniques used to handle Toeplitz computations can be extended to this case as well. Hence, if the field $\mathbb{F}$ supports the FFT algorithm and is of characteristic zero, the linear system defined by Eq. 8.11 can be solved in $O((\log^2 n) \log \log \log n)$ time, using a total of $O(n^2 \log^2 n)$ operations (Corollary 8.6). Therefore, the coefficients of $\delta(x)$ can be obtained in $O((\log^2 n) \log \log \log n)$ time, using a total of $O(n^2 \log^2 n)$ operations.

The algorithm described here is not yet complete, since we do not know the degree $k$ of the gcd of the two input polynomials. However, the following fact will allow us to perform binary search to determine the degree $k$.

Lemma 8.6: Let $S(u, v)$ be the Sylvester matrix of the two polynomials $u(x)$ and $v(x)$ of degrees $n$ and $m$, respectively, such that $m \leq n$. Given any integer $t$ such that $0 \leq t \leq m$, then $t \geq \deg(\gcd(u(x), v(x)))$ if and only if the linear system (Eq. 8.11) corresponding to $S(u, v)$, where the last $t$ rows are removed, has a solution.

We can prove the proof of this lemma by multiplying the equation $\delta(x) = p(x)u(x) + q(x)v(x)$ by $x^t$ and deducing its matrix counterpart. The simple details are left to Exercise 8.38.

We have shown that we can use the binary search method to find the desired $k$, and then we can determine the corresponding solution. We thus have the following theorem.

Theorem 8.23: The gcd of two polynomials of degrees $n$ and $m$, respectively, can be found in $O((\log^2(n + m))$ time, using a total of $O((m + n)^2 \log^2(n + m))$ operations.

PRAM Model: It is easy to check that all the algorithms in this section can be implemented on the CREW PRAM within the stated bounds.

8.10 Summary

We considered, in this chapter, several fundamental operations on matrices and polynomials. We were able to develop fast parallel algorithms for all the
### Exercises


8.2. Consider the matrix linear recurrence

\[ Y_i = AY_{i-1} + B_i, \quad 1 \leq i \leq n. \]

- a. What is the total number of operations required to compute all the \( Y_i \)'s? Suppose that \( B_i = 1 \) and \( A_i = A \) for \( 1 \leq i \leq n \). What are the corresponding complexity bounds? What if we want to compute \( Y_n \) only?

### Table 8.1

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>First-Order Linear Recurrence</td>
<td>O(log n)</td>
<td>On(n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.2</td>
<td>Fast Fourier Transform</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.3.1</td>
<td>Triangular Linear Systems</td>
<td>O(log^2 n)</td>
<td>On(log^2 n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.3.2</td>
<td>Banded Triangular Linear Systems</td>
<td>O(log n)</td>
<td>On(log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.3.3</td>
<td>Triangular Matrix Vector Product</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.2

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.4.1</td>
<td>Polynomial Multiplication at Roots of Unity</td>
<td>O(log^2 n)</td>
<td>On(log^2 n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.4.2</td>
<td>Polynomial Interpolation</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.4.3</td>
<td>Greatest Common Divisor</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.3

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5.1</td>
<td>Circulant Matrix</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.4

<table>
<thead>
<tr>
<th>Section</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.6.1</td>
<td>CREW</td>
</tr>
<tr>
<td>8.6.2</td>
<td>CREW</td>
</tr>
<tr>
<td>8.6.3</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.5

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.7.1</td>
<td>Polynomial Division</td>
<td>O(n)</td>
<td>On(n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.7.2</td>
<td>Polynomial Interpolation</td>
<td>O(n)</td>
<td>On(n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.7.3</td>
<td>Greatest Common Divisor</td>
<td>O(n)</td>
<td>On(n)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.6

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.8.1</td>
<td>Matrix Multiplication</td>
<td>O(n^2)</td>
<td>On(n^2)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.8.2</td>
<td>Matrix Factorization</td>
<td>O(n^3)</td>
<td>On(n^3)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.8.3</td>
<td>Matrix Inversion</td>
<td>O(n^3)</td>
<td>On(n^3)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.8.4</td>
<td>Matrix Systems</td>
<td>O(n^3)</td>
<td>On(n^3)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.8.5</td>
<td>Characteristic Polynomial</td>
<td>O(n^3)</td>
<td>On(n^3)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.8.6</td>
<td>Characteristic Polynomial</td>
<td>O(n^3)</td>
<td>On(n^3)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Table 8.7

<table>
<thead>
<tr>
<th>Section</th>
<th>Algorithm</th>
<th>Time Complexity</th>
<th>Win</th>
<th>PRAM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.9.1</td>
<td>Fast Fourier Transform</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.9.2</td>
<td>Triangular Linear Systems</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.9.3</td>
<td>Banded Triangular Linear Systems</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
<tr>
<td>8.9.4</td>
<td>Triangular Matrix Vector Product</td>
<td>O(n log n)</td>
<td>On(n log n)</td>
<td>CREW</td>
</tr>
</tbody>
</table>

### Problems

In particular, the total number of operations required for the best possible algorithms for each of the problems considered in this chapter is the same as for the corresponding problems considered in previous chapters. Therefore, the best known sequential algorithms can be used for the gcd computations. For the problems considered in this chapter, Table 8.1 covers matrix computations, Table 8.2 covers polynomial computations, and Table 8.3 covers miscellaneous computations.
8.3. Consider the linear system $A\mathbf{x} = \mathbf{d}$, where $A$ is an $n \times n$ tridiagonal matrix given by

\[
\begin{bmatrix}
    b_1 & c_1 & 0 & 0 & \cdots & 0 \\
    a_2 & b_2 & c_2 & 0 & \cdots & 0 \\
    0 & a_3 & b_3 & c_3 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & a_{n-1} & b_{n-1} & c_{n-1} \\
    \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
    0 & \cdots & 0 & a_n & b_n & 0 \\
\end{bmatrix}
\]

such that $b_i \neq 0, 1 \leq i \leq n$.

a. Show that $A = E_1 E_2 \cdots E_n$.
b. Specify the inverse of $E_i$.
c. Deduce an $O(\log^2 n)$ time algorithm to compute $A^{-1}$. What is the total number of operations used?

8.6. Let $A$ be an $n \times n$ unit lower triangular matrix, and let $L = I - L$, where $L$ is strictly lower triangular.

a. Show that $L^0 = 0$.
b. Deduce that the solution of the linear system $A\mathbf{x} = \mathbf{b}$ is given by $\mathbf{x} = (I + L + L^2 + \cdots + L^{n-1})\mathbf{b}$. What are the complexity bounds of the corresponding algorithm?

d. Rewrite the FFT algorithm (Algorithm 8.2) by removing the recursion. Carefully describe the algorithm to be performed by processor $P_i$, where $0 \leq i \leq p - 1$ and $p < n$ is a power of 2. Show how the different powers of $\omega$ are computed.

8.8. Let $W_n$ be the $n \times n$ matrix defining the DFT over the complex field.

a. Show that the inverse of $W_n$ is given by $W_n^{-1}(j, k) = \frac{1}{n} \omega^{-jk}$, for $0 \leq j, k \leq n - 1$.
b. Develop an FFT-type algorithm to compute the inverse DFT defined by $y = W_n^{-1}x$. What are the complexity bounds of your algorithm?

c. Let $(R, +, \cdot)$ be a commutative ring such that $\omega$ is a primitive $n$th root of unity. Show that the FFT algorithm works correctly over $R$.

d. The purpose of this exercise is to derive another FFT algorithm to compute the DFT $y = W_n\mathbf{x}$, assuming that $n$ is a power of 2.

8.10. Define the matrix $E_i, 1 \leq i \leq n$, as follows:

\[
\begin{bmatrix}
    1 & 0 & \cdots & 0 \\
    0 & 1 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & 0 & 1 \\
\end{bmatrix}
\]

a. Show that $x_k = \sum_{j=0}^{n-1} \omega^{jk} x_j + \omega^k \sum_{j=0}^{n-1} \omega^{jk} x_{j+1}, 1 \leq k \leq n$.
b. Deduce an FFT algorithm to compute $y$. Your algorithm should run in $O(n \log n)$ time, using a total of $O(n \log n)$ operations.
c. Draw the flowgraph of your algorithm for $n = 8$, and compare it with Algorithm 8.2.
d. Interpret your algorithm in terms of evaluating a polynomial at the $n$ distinct roots of unity.

d. Is the product of two arbitrary Toeplitz matrices Toeplitz? How quickly can you multiply such matrices, and what is the corresponding total number of operations?
8.12. Let \( p_1(x), \ldots, p_n(x) \) be polynomials over a ring that can support the FFT algorithm, with each polynomial of degree at most \( n \). Develop an \( O(\log(n)) \) time algorithm to compute the product of the \( p_i \)'s. What is the total number of operations used?

8.13. a. Let \( p(x_1, x_2) \) and \( q(x_1, x_2) \) be two polynomials over the complex field such that the degree of each polynomial in \( x_1 \) or in \( x_2 \) is \( < n \). Use the FFT algorithm to compute the product \( p(x_1, x_2)q(x_1, x_2) \) in \( O(\log n) \) time, using a total of \( O(n^2 \log n) \) operations. Assume polynomials \( p \) and \( q \) are given in the following form: \( p(x_1, x_2) = \sum_{i=0}^{n-1} b_i x_1^i x_2^{n-i} \) and \( q(x_1, x_2) = \sum_{i=0}^{n-1} c_i x_1^i x_2^{n-i} \).
   b. Generalize the algorithm to the case when the number of variables is a parameter \( m \).

8.14. Let \( a = [a_0, \ldots, a_{n-1}] \) and \( b = [b_0, \ldots, b_{n-1}] \) be two vectors over a field that can support the FFT algorithm. The \textbf{positive folded convolution} is a vector \( c = [c_0, \ldots, c_{n-1}] \) such that \( c_j = \sum_{k=0}^{j} a_k b_{j-k} \). Show how to compute the positive folded convolution in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

8.15. Let \( p_1, p_2, \ldots, p_n \) be \( n \) elements from a field \( \mathbb{F} \) that can support the FFT algorithm. The \textbf{elementary symmetric functions} of the \( p_i \)'s are defined as follows:

\[
\begin{align*}
\sigma_1 & = \sum_{i=1}^{n} p_i \\
\sigma_2 & = \sum_{i<j} p_i p_j \\
\sigma_3 & = \sum_{i<j<k} p_i p_j p_k \\
& \vdots \\
\sigma_n & = p_1 p_2 \cdots p_n.
\end{align*}
\]

Develop an \( O(\log^2 n) \) time algorithm to compute the elementary symmetric functions. What is the total number of operations used? Hint: Relate the elementary symmetric functions to the coefficients of the polynomial \( (x - p_1)(x - p_2) \cdots (x - p_n) \).

8.16. Let \( C \) be an \( n \times n \) circulant matrix defined by the vector \( a = [a_0, \ldots, a_{n-1}] \), and let \( p(x) = \sum_{i=0}^{n-1} a_i x^i \).
   a. Show that \( CV = p(x) v \), where \( v \) is the vector \( v = [1, \omega, \omega^2, \ldots, \omega^{n-1}] \) and \( \omega \) is a primitive \( n \)th root of unity.
   b. Extend the result of part (a) to show that the \( p(x^j) \)'s, for \( 0 \leq j \leq n - 1 \), are the eigenvalues of \( C \). Determine the corresponding eigenvectors.
   c. Using the facts shown in part (b), establish the correctness of Theorem 8.10.

8.17. Let \( H = (h_{ij}) \) be the matrix defined by

\[
\begin{align*}
h_{ij} & = 1 \text{ if } j = i + 1; \\
t & \text{ if } i = n, j = 1; \\
0 & \text{ otherwise.}
\end{align*}
\]

Let \( A_i = \sum_{j=0}^{n} a_i H_j^{-1} \). Then, \( A_i \) is always a Toeplitz matrix such \( A_0 \) is upper triangular and \( A_1 \) is circulant.
   a. Show that \( H = \delta \Delta H \Delta^{-1} \), where \( \Delta \) is the diagonal matrix \( \Delta = \text{diag}(1, \delta, \delta^2, \ldots, \delta^{n-1}) \), and \( \delta^n = 1 \).
   b. Let \( \beta \) be a circulant matrix defined by the vector \( \beta \). Show that \( A_i = \Delta \Delta^{-1} - \beta \).
   c. Let \( \beta \neq 0 \) and \( \text{det}(A_i) \neq 0 \). Develop an algorithm to solve the system \( A_i \mathbf{x} = \beta \) in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.

8.18. Let \( f(x) \) be a function of a variable \( x \). \textbf{Newton's iterative method} to find a zero \( r \) of \( f(x) \) consists of the iterative scheme \( x_{i+1} = x_i - \frac{f(x)}{f'(x)} \), for \( i \geq 1 \), where \( x_0 \) is an initial approximation to \( r \).

Let \( p(x) = \sum_{i=0}^{n} a_i x^i \) be a polynomial of degree \( n \) such that \( a_0 \neq 0 \). We wish to compute the inverse polynomial \( q(x) = \frac{1}{p(x)} \mod x^m \), for some integer \( m \).
   a. Apply Newton's method to the equation \( f(y) = \frac{1}{x} - p(x) \) to derive the iterative scheme \( y_{i+1} = y_i (2 - y_i p(x)) \).
   b. Let \( y_0 = \frac{1}{a_0} \). Show that \( y_{i+1} = \frac{1}{p(x)} \left( \frac{1}{y_i} - y_i \right) \), and deduce that \( y_n(x) = q(x) \mod x^2 \). Develop an \( O(\log n \log m) \) time algorithm to compute \( q(x) \). What is the total number of operations used?
   c. Compare your algorithm with the polynomial division algorithm presented in the text.

8.19. Let \( p(x) \) be a polynomial of degree \( n \), and let \( q_i(x) \), for \( 1 \leq i \leq t \), be a set of polynomials such that \( n < \sum_{i=0}^{t} \text{deg}(q_i(x)) = d \). Develop a parallel algorithm to compute the polynomials \( p_i(x) = p(x) \mod q_i(x) \), for \( 1 \leq i \leq t \). Use the same strategy as in Algorithm 8.3 (polynomial evaluation).
   a. What are the complexity bounds of your algorithm?

8.20. Let \( \omega \) be a primitive \( n \)th root of unity, where \( n = 2^k \). Given an index \( j \) whose binary representation is \( j = j_k \cdots j_1 j_0 \), where \( 0 \leq j \leq n - 1 \), \( f(j) \) denote the integer whose binary representation is given by \( f(j) = j_0 j_1 \cdots j_k \).
   a. Show that \( \prod_{j=0}^{2^k} (x - \omega^j) = x^{2^k} - \omega^{2^k} \).
   b. *Suggest an FFT algorithm based on the strategy of Algorithm 8.3 (polynomial evaluation) applied to the \( n \) roots of unity. Your algorithm should run in \( O(\log n) \) time, using a total of \( O(n \log n) \) operations.
8.21. Let $A$ be an $n \times n$ matrix, and let $v$ be an $n$-dimensional vector over a field $\mathbb{F}$. Suppose that the Krylov matrix associated with $A$ and $v$ is known to be nonsingular. Show that computing the characteristic polynomial of $A$ can be reduced to solving an $n \times n$ linear system of equations.

8.22. Our algorithm to compute the characteristic polynomial of a matrix (Section 8.8.1) was stated under the assumption that the underlying field has characteristic 0. Why was this assumption used? Can you provide an example of a matrix over a finite field where our algorithm would fail? Explain your answer.

8.23. Let $\mathbb{F}$ be a field of characteristic 0, and let $A$ be an $n \times n$ matrix over $\mathbb{F}$. Given the characteristic polynomial of $A$, show how to compute the rank of $A$. Deduce an $O(\log^2 n)$ time algorithm to compute the rank of $A$.

8.24. Given the characteristic polynomial of $A$, develop an $O(\log^2 n)$ time algorithm to compute $A^{-1}$ whenever $A$ is nonsingular. What is the total number of operations used?

8.25. Prove Lemma 8.4.

8.26. Let $\phi(\lambda) = \sum_{i=0}^{n} \xi_i \lambda^i$ be the characteristic polynomial of an $n \times n$ matrix $A$ over a field $\mathbb{F}$. Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the roots of $\phi(\lambda)$ (in an extension of $\mathbb{F}$ if necessary). Show that $\sum_{i=0}^{n} \xi_i \lambda^i = tr(A^i)$, for $1 \leq k \leq n - 1$.

8.27. Let $p(x) = \sum_{n=0}^{N} a_n x^n$ be a polynomial of degree $n$ over a field $\mathbb{F}$ such that $a_0 = 1$, and let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the roots of $p(x)$. Define $s_k = \sum_{i=0}^{n} \lambda_i^k$. Prove Newton's identities:

$$s_k + \sum_{i=1}^{k-1} a_{n-i} s_i + ka_{n-k} = 0, \quad 1 \leq k \leq n.$$

Hint: $p'(x) = n a_n x^{n-1} + (n-1) a_{n-1} x^{n-2} + \cdots + a_1$, and, on the other hand, $p'(x) = \left( \prod_{i=1}^{n} (x - \lambda_i) \right)' = \sum_{i=1}^{n} \frac{p(x)}{x - \lambda_i}$. Substitute the series $\sum_{k=0}^{n} \left\{ \frac{p(x)}{x - \lambda_i} \right\}$ for $\frac{1}{x - \lambda_i}$. Compare the two expressions of $p'(x)$.

8.28. Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be $n$ elements from a field $\mathbb{F}$. Develop an $O(\log^2 n)$ time algorithm to compute $s_k = \sum_{i=0}^{n} \lambda_i^k$, for $1 \leq k \leq n$. Your algorithm should use $O(n \log^2 n)$ operations.

8.29. Develop an $O(\log^3 n)$ time algorithm to compute the QR factorization of a given $n \times n$ nonsingular matrix $A$. Your algorithm should use $O(nM(n))$ operations. Hint: Relate the QR factors of $A$ to the LU factors of $A^T A$.

8.30. Let $A$ be an $n \times n$ matrix whose characteristic polynomial is given by $\phi(\lambda) = \sum_{i=0}^{n} \xi_i \lambda^i$, and let $s_k = tr(A^k)$, $1 \leq k \leq n$. Let $g(z) = 1 + \sum_{i=1}^{n} (-1)^i \xi_i z^{i-1}$. a. Show that $\frac{g(z)}{z^k} = -\sum_{i=0}^{k} s_i z^{i-1} \mod z^k$. Hint: Note that $g(z) = \prod_{i=1}^{n} (1 - \lambda_i z)$, where the $\lambda_i$'s are the eigenvalues of $A$.

b. Assume that $g_i(z) = g(z) \mod z^i + 1$ and the $s_i$'s are available. Show how to compute $g_2(z)$ in $O(\log^2 n)$ time. Hint: Express $g_2(z) = g(z) h(z)$, where $h(z) = \sum_{i=0}^{\frac{n}{2}} b_i z^{i} \theta i$ is to be determined, and show that $\frac{g_2(z)}{g(z)} = h_i(z) = -\sum_{i=0}^{\frac{n}{2}} s_i z^{i-1} \mod z^{\frac{n}{2}}$.

c. Deduce an $O(\log^2 n)$ time algorithm to compute the $c_i$'s from the $s_i$'s, using a total of $O(n \log n)$ operations.

8.31. Prove the Cayley–Hamilton $\mathcal{H}$ theorem (Section 8.8.1). Hint: Start with the identity $(A - \lambda I) \mathcal{H} (A - \lambda I) = det(A - \lambda I)$, where the adjoint of a matrix $\mathcal{H}$ is introduced in Exercise 8.32.

8.32. Let $R$ be an arbitrary commutative ring, and let $A$ be an $n \times n$ matrix whose entries come from $R$. The goal of this exercise (as well as that of Exercise 8.33) is to develop a fast parallel algorithm to compute the characteristic polynomial of $A$. The algorithm presented in Section 8.8.1 requires division, and hence will not work correctly over an arbitrary commutative ring. Recall that the adjoint of $A$, denoted by $\mathcal{H} \mathcal{A}(A)$, is an $n \times n$ matrix whose $(i, j)$ entry is equal to $(-1)^{i+j} \det(A_{ji})$, where $A_{ji}$ is the $(n-1) \times (n-1)$ matrix we obtain from $A$ by deleting the $j$th row and the $i$th column.

Partition $A$ as follows:

$$A = \begin{bmatrix} a_{11} & u \\ \vdots & \mathcal{M} \end{bmatrix},$$

where $u$ and $v$ are vectors. Let $p(\lambda) = \det(\lambda I - A) = \sum_{i=0}^{n} \phi_i \lambda^n - i$, and let $g(\lambda) = \det(A - \lambda M) = \sum_{i=0}^{n} \phi_i \lambda^{n-1}$.

a. Show that $p(\lambda) = (\lambda - a_{11}) \det(A - \lambda M) + u \mathcal{A}(A - \lambda M) v$.

b. Show that $\mathcal{H}(A - \lambda M) = \sum_{i=2}^{n} q_i M^{n-2} + \cdots + q_{n-2} \mathcal{M}^{n-i}$.

c. Develop an $O(\log^2 n)$ time algorithm to compute $\mathcal{H}(A - \lambda M)$, for $0 \leq i \leq n - 2$. What is the total number of operations used?

d. Deduce an $O(\log^2 n)$ time algorithm to compute the characteristic polynomial of $A$ over $R$. The total number of operations used should be $O(nM(n))$.

8.33. This exercise covers Chistov's $\mathcal{C}$ algorithm to compute the characteristic polynomial without using division.

Let $A$ be an $n \times n$ matrix, and let $A_i$ be the $i \times i$ submatrix consisting of the last $i$ rows and columns of $A$, $1 \leq i \leq n$.

a. Show that $\mathcal{H}(A) = \frac{1}{i!} \prod_{i=1}^{n} (A_i - 1)^{-1} 11$, where all the $A_i$'s are assumed to be nonsingular.

b. Deduce that $\mathcal{H}(I - \lambda A_i) = \frac{1}{i!} \prod_{i=1}^{n} (I - \lambda A_i)^{-1} 11 \mod \lambda^{i+1}$.
c. Develop an \( O(\log^2 n) \) time algorithm to compute the characteristic polynomial of \( A \) based on the identity established in part (b). Your algorithm should use \( O(nM(n)) \) operations.

8.34. Show how to solve a linear system of equations whose coefficient matrix is an \( n \times n \) Toeplitz matrix in \( O(\log^2 n) \) time, over an arbitrary field, using a total of \( O(n^3 \log^2 n) \) operations. Hint: Use Chistov’s algorithm, described in Exercise 8.33, and Newton’s iteration algorithm (Algorithm 8.5).

8.35. Let \( A \) be an \( n \times n \) matrix over a field \( \mathbb{F} \) of characteristic 0, and let \( \lambda = [1, \lambda, \lambda^2, \ldots, \lambda^{n-1}] \), where \( \lambda \) is an indeterminate.

a. Develop an \( O(\log^2 n) \) time algorithm to compute the corresponding Krylov matrix. What is the total number of operations used?

b. Show how to deduce \( s_k = tr(A^k) \) for all \( 1 \leq k \leq n - 1 \) from the Krylov matrix computed in part (a).

c. Deduce an \( O(\log^2 n) \) time algorithm to compute the characteristic polynomial of \( A \). Compare your algorithm with the algorithm presented in Section 8.8.1.

d. What are the complexity bounds of your algorithm if the matrix \( A \) is Toeplitz?

8.36. Let \( V \) be an \( n \times n \) Vandermonde matrix \( V = (v_{ij}) \) corresponding to the vector \( p = [p_0, \ldots, p_{n-1}] \).

a. Show that \( det(V) = \prod_{i \neq j} (p_i - p_j) \).

b. Deduce an \( O(n \log n) \) time algorithm to compute the determinant. What is the total number of operations used?

8.37. Let \( A \) be the \( n \times n \) symmetric tridiagonal matrix

\[
\begin{bmatrix}
    b_1 & a_2 & 0 & 0 & \cdots & 0 & 0 \\
    a_2 & b_2 & a_3 & 0 & \cdots & 0 & 0 \\
    0 & a_3 & b_3 & a_4 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & \cdots & 0 & a_{n-1} & b_{n-1} & a_n \\
    \end{bmatrix}
\]

Let \( p_k(\lambda) = \det(\lambda I - A_k) \), where \( A_k \) is the \( k \times k \) submatrix consisting of the first \( k \) rows and the first \( k \) columns.

a. Show that \( p_k(\lambda) = (\lambda - b_k)p_{k-1}(\lambda) - a_k^2 p_{k-2}(\lambda) \), where \( p_{n}(\lambda) = 1 \) and \( p_1(\lambda) = \lambda - b_1 \).

b. Develop an \( O(\log n) \) time algorithm to compute all the \( p_i(\lambda) \)'s, using \( O(n \log n) \) operations.

8.38. Given two polynomials \( u(x) = \sum_{i=0}^{n} a_i x^i \) and \( v(x) = \sum_{i=0}^{n} b_i x^i \), let \( r(x) = \text{monic gcd of } u(x) \text{ and } v(x) \). Let \( \deg r(x) = k \), and let \( p(x) \) and \( q(x) \) be the unique polynomials satisfying \( r(x) = p(x)u(x) + q(x)v(x) \).

a. Show that we can assume \( \deg p(x) \leq m - k - 1 \) and \( \deg q(x) \leq n - k - 1 \). Hint: Consider the remainder sequence associated with the polynomials \( u(x) \) and \( v(x) \).

b. Show that, for any \( k' > k \), the corresponding resultant system associated with the gcd computation has a solution (Lemma 8.6).

8.39. Let \( u(x) \) and \( v(x) \) be two polynomials of degrees \( n \) and \( m \), respectively, over an algebraically closed field \( \mathbb{F} \). Develop a fast parallel algorithm to determine whether or not \( u(x) \) and \( v(x) \) have a common zero. State the total number of operations used.

8.40. Let \( u(x) \) be a monic polynomial of degree \( n \) over a field \( \mathbb{F} \). Then, \( u(x) \) can be expressed uniquely in the form \( u(x) = p_1(x)^{e_1} p_2(x)^{e_2} \cdots p_s(x)^{e_s} \), where the \( p_i(x) \)'s are distinct, monic, irreducible polynomials over \( \mathbb{F} \). Develop an \( O(\log^2 n) \) time algorithm to test whether there exists an index \( e_j \) such that \( e_j > 1 \). Your algorithm should use \( O(n^2 \log^2 n) \) operations.
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Exercise 8.4 is taken from [49]. Exercise 8.17 is taken from [3]. The algorithm referred to in Exercise 8.20 was initially described in [18]; see also [1]. Computing the rank of a matrix (see Exercise 8.23) is an important problem, which is discussed in [28, 37]. Exercises 8.29 and 8.30 are taken from [39] and [40, 46], respectively.
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Randomized Algorithms

Thus far, in search of efficient methods to solve our selected problems, we have explored the domain of deterministic algorithms. These algorithms are required to generate exact solutions for all possible instances within time bounds that depend on a worst-case analysis. In many situations, this goal seems to impose an unnecessarily rigid framework that detracts from the applicability of the algorithms. There are two alternative approaches that have been studied in the literature to a limited extent. The first approach is based on developing algorithms that work well for typical instances of the problem; an average-case analysis is carried out under a certain assumption on the probability distribution of the inputs. The difficulties with this approach lie in determining what constitutes a good distribution of the inputs, and in carrying out the probabilistic analysis of the corresponding algorithm.

The other approach—the one we shall follow in this chapter—is to introduce randomness into the algorithm by using a random number generator. A classical example is to extract a random sample from the given input, to analyze the sample, and to develop a solution for the given input by using the analysis made on the sample. We may also allow the algorithm to generate incorrect answers with a very small probability. We are interested in such algorithms because, for many problems, they are considerably simpler or faster than are the corresponding deterministic algorithms.
Algorithms making use of random-number generators are called randomized algorithms. The analysis of the asymptotic bounds of such algorithms does not make any assumptions about the input. These algorithms may behave differently when run several times on the same input. Their performance will be probabilistically guaranteed for any input.

In this chapter, we shall develop randomized parallel algorithms for a variety of problems, including point location in triangulated planar subdivisions (Section 9.3), one- and two-dimensional string matching (Section 9.4), verification of polynomial identities (Section 9.5), sorting (Section 9.6), and maximum matching (Section 9.7). The analysis of our algorithms will draw on several facts from probability theory, which we summarize in our first section.

9.1 Performance Measures of Randomized Parallel Algorithms

Since a randomized algorithm makes random choices during its execution, we measure its performance in probabilistic terms, such as by its expected running time or by the probability that it will terminate within a certain number of steps. The analysis of such algorithms requires tools borrowed from probability theory and combinatorial mathematics. Section 9.1.1 gives a brief introduction to basic facts from probability theory that will be used in this chapter. In Section 9.1.2, we define the additional assumptions that have to be introduced into our basic parallel model to support randomized algorithms, and we discuss performance measures for randomized parallel algorithms.

9.1.1 PROBABILITY THEORY

We assume that you are familiar with basic facts from probability theory. The purpose of this section is to provide a quick review of the facts you need to follow the material covered in this chapter.

As we introduce the definitions and related facts, we shall apply them to one of the two setups: tossing coins and placing balls into bins. These situations are introduced in the following two examples.

EXAMPLE 9.1: (Coin Tossing)

Consider the experiment of tossing a coin $n$ times. The outcome of each coin toss is either a head ($H$) or a tail ($T$). Hence, each outcome of the experiment can be represented by a sequence of length $n$ of the symbols $H$ and $T$. The set of all possible outcomes forms what is called a sample space $S$. Each of these outcomes constitutes an elementary event. Hence, an elementary event can be viewed as a particular sequence of length $n$ of $H$ and $T$. The event that exactly two heads show up corresponds to the subset of the sample space consisting of all the sequences containing exactly two $H$ symbols. Hence, this event is a subset of $S$ consisting of $\binom{n}{2}$ elementary events.

EXAMPLE 9.2: (Balls and Bins)

Consider the experiment of randomly placing into $n$ bins $m$ balls labeled $1, 2, \ldots, m$. An outcome of this experiment is an arrangement of the balls into the bins, where a bin can hold any number of balls. The sample space consists of all such arrangements, and each such arrangement constitutes an elementary event. Each outcome can be viewed as assigning to each ball a bin number between 1 and $n$. Hence, the size of the sample space is $n^m$. The event that the first two bins are empty corresponds to all the outcomes for which each ball is assigned a bin number between 3 and $n$. Therefore, this event contains $(n-2)^m$ elementary events.

In general, a sample space $S$ consists of a set of elementary events that represents the outcomes of an experiment. An event is simply a subset of $S$. A sample space $S$ is discrete if $S$ is either finite or countably infinite. We shall deal exclusively with discrete sample spaces in this chapter.

A probability measure on a discrete sample space $S$ is a real-valued function defined on the subsets of $S$ such that the following axioms are satisfied:

1. For all events $A$, $0 \leq \Pr[A] \leq 1$.
2. $\Pr[S] = 1$.
3. $\Pr[A \cup B] = \Pr[A] + \Pr[B]$, for any two disjoint events (that is, $A \cap B = \emptyset$).

We call the value $\Pr[A]$ the probability of the event $A$.

EXAMPLE 9.3:

We continue our coin-tossing experiment (Example 9.1). Our sample space $S$ can be represented by the set $\{H, T\}^n$, where each experiment consists of a sequence of $n$ coin tosses. We define the following probability measure on $S$: For each event $A$, let $\Pr[A] = |A|/2^n$. It is easy to verify that all the axioms of a probability measure are satisfied. Intuitively, we are assuming that the coin is unbiased, and hence that the outcome of each coin toss is equally likely to be a head or a tail. This assumption implies that each elementary event is equally likely to occur, and hence that each has probability $1/2^n$, since the size of the sample space is $2^n$. 
Whenever all elementary events are equally likely, the resulting probability measure is referred to as the uniform probability distribution.

Given any two events $A$ and $B$ from a sample space $S$ such that $\Pr(B) > 0$, the conditional probability of $A$ given $B$ is defined to be

$$\Pr(A \mid B) = \frac{\Pr(A \cap B)}{\Pr(B)}.$$

The two events $A$ and $B$ will be called independent if $\Pr(A \cap B) = \Pr(A)\Pr(B)$, and hence $\Pr(A \mid B) = \Pr(A)$ and $\Pr(B \mid A) = \Pr(B)$.

Another important property that we will often use is to bound the probability of the union of a collection of events $\{A_i\}$ by their individual probabilities. By the third axiom of a probability measure, we know that $\Pr(\bigcup A_i) = \sum \Pr(A_i)$ when the events $\{A_i\}$ are pairwise disjoint. In general, however, we have the following inequality, sometimes referred to as Boole's inequality:

$$\Pr(\bigcup_i A_i) \leq \sum \Pr(A_i).$$

**EXAMPLE 9.4:**

We return to the coin-tossing experiment (Examples 9.1 and 9.3). Suppose we toss an unbiased coin three times. The sample space can be represented by the set $S = \{HHH, HHT, HTT, THT, THH, TTH, TTT\}$. Consider the following two events $A$ and $B$: event $A$ consists of all tosses resulting in at least two tails; and event $B$ consists of all tosses resulting in one tail during the first toss, and hence $B = \{HH, HT, TH, TT\}$. What is the probability of $A$ given $B$? That is, what is the probability of getting at least two tails, given that the first toss resulted in a tail? Since $A \cap B = \{TT\}$, we obtain that $\Pr(A \mid B) = 3/4$. Notice that $\Pr(A) = \Pr(B) = 1/2$.

On the other hand, since $A \cup B = \{HH, HT, TH, TT, HT\}$, we have $\Pr(A \cup B) = 5/8$, whereas $\Pr(A) + \Pr(B) = 1$. □

**EXAMPLE 9.5:**

We return to the experiment of randomly placing $m$ balls into $n$ bins (Example 9.2), where $m$ is much larger than $n$—say, $m \geq 2n \ln n$. As we saw in Example 9.2, there are $n^m$ possible arrangements, each of which will be assumed to be equally likely. We are interested in determining a bound on the probability that two bins (or more) are empty.

Given two distinct integers $i$ and $j$ such that $1 \leq i, j \leq n$, let $E_{ij}$ be the event that bins $i$ and $j$ remain empty. Clearly, $\Pr(E_{ij}) = (n-2)^m/n^m = \left(1 - \frac{2}{n}\right)^m$.

Using Boole's inequality (Eq. 9.1), we obtain

$$\Pr(\bigcup_{i \neq j} E_{ij}) \leq \left(\frac{n}{2}\right)(1 - \frac{2}{n})^m.$$

Given that $1 + x \leq e^x$, this bound can be approximated by

$$\Pr(\bigcup_{i \neq j} E_{ij}) \leq \left(\frac{n}{2}\right)e^{-\frac{2m}{n}} \leq n^{-2}.$$ □

**Random Variables.** A random variable $X$ is a function from a sample space $S$ into the field of real numbers. Most of the random variables occurring in randomized algorithms are integer-valued (for example, the number of steps needed to execute a randomized algorithm).

Let the event $X = x$ be the set of all elementary events for which $X$ takes on the value $x$. Then, the probability distribution of $X$ is the function $\Pr(X = x)$. The distribution function of $X$ is defined to be the function $\Pr(X = x)$.

**EXAMPLE 9.6:**

The number $X$ of heads occurring during the experiment of tossing a coin $n$ times is a random variable. Let us determine its probability distribution. The number of outcomes with exactly $x$ heads is $\binom{n}{x}$,

where $x$ is an integer between 0 and $n$. Assuming that the coin is unbiased, the probability of $X$ heads is

$$\binom{n}{x} \frac{1}{2^n},$$

which defines the probability distribution of $X$. The distribution function of $X$ is given by

$$\Pr(X \leq x) = \sum_{j=0}^{\lfloor x \rfloor} \binom{n}{j} \frac{1}{2^n}.$$ □

The expected or mean value of a discrete random variable $X$ is

$$E[X] = \sum x \Pr(X = x),$$

where the sum is over all possible values that can be assumed by $X$. In all the cases encountered in this chapter, $X$ is integer-valued and the preceding sum is finite. We shall usually denote $E[X]$ by the symbol $\mu_X$ (and shall drop the $X$ when there is no possibility of confusion). For random variables $X_1, X_2, \ldots, X_k$, we have the following important linearity property of expectation:

$$E\left[\sum X_i\right] = \sum E[X_i].$$

The variance $\sigma^2_X$ of the random variable $X$ is defined to be $E[(X - \mu_X)^2]$, which can be shown to be equal to $E[X^2] - \mu_X^2$. The standard deviation $\sigma_X$ is the positive square root of $\sigma_X^2$.

The following is an important fact concerning the deviation of a random variable from its expectation.
Theorem 9.1 (Chebyshev Bound): Given a random variable $X$ with expectation $\mu$ and standard deviation $\sigma$, 

$$\Pr(|X - \mu| > \alpha \sigma) \leq \frac{1}{\alpha^2}.$$  \hfill \Box  

In randomized algorithms, the Chebyshev bound is sometimes used to estimate the probability that the number of steps that the algorithm takes is significantly more than the expected value.

We next discuss a specific distribution that arises frequently in analyzing randomized algorithms.

The Binomial Distribution. A Bernoulli trial is an experiment with only two possible outcomes, one of which is called a success, and the other of which is called a failure. We shall denote the probability of a success by $p$, and the probability of a failure by $q$ (and hence $p + q = 1$).

The coin-tossing experiment is a Bernoulli trial where a head could be considered a success and a tail considered a failure. In a randomized iterative algorithm where, after each iteration, the input is supposed to shrink by a factor of $1/2$, each iteration could be viewed as a Bernoulli trial where the outcome is successful if the size of the input decreases by a factor of $1/2$; otherwise the outcome would be considered a failure.

Let $X$ denote the number of successes during $n$ independent Bernoulli trials that have a success probability of $p$ and a failure probability of $q = 1 - p$. The random variable $X$ can take on the values $0, 1, \ldots, n$. Its probability distribution is given by 

$$\Pr(X = k) = \binom{n}{k} p^k q^{n-k},$$

which is called the binomial distribution, denoted by $b(k; n, p)$.

**Example 9.7:**

We return to the random placement of $m$ balls into $n$ bins. We seek the probability that a specified bin contains exactly $k$ balls, where $0 \leq k \leq m$. There are 

$$\binom{n}{k}$$

ways of choosing the $k$ balls for the specified bin. The remaining $m-k$ balls can be placed in any of the bins other than the specified bin. Hence, the desired probability is given by 

$$\binom{m}{k} \frac{(n-1)^{m-k}}{n^m} = \binom{n}{k} \frac{1}{n^m} (1 - \frac{1}{n})^{m-k},$$

which is a binomial distribution $b(k; m, \frac{1}{n})$.  \hfill \Box

We now compute the expected value of the binomial variable $X$ with the probability distribution $b(k; n, p)$. Rather than using the definition of $E[X]$ directly, we develop a simpler method that provides a useful general tool.

Let $X_i$ be a random variable such that $X_i = 1$ if the $i$th Bernoulli trial results in a success; otherwise, $X_i = 0$. We start by computing the expected value of $X_i$. Using the definition, we get $E[X_i] = 0 \cdot Pr(X_i = 0) + 1 \cdot Pr(X_i = 1) = p$.

Now the number $X$ of successes among $n$ independent Bernoulli trials is exactly $\sum_{i=1}^{n} X_i$. Hence, $E[X] = E[\sum_{i=1}^{n} X_i] = \sum_{i=1}^{n} E[X_i] = np$.

Frequently, we are interested in estimating the probability that a binomial variable $X$ is larger (or smaller) than a certain value $m$. The probability that $X$ is larger than $m$ is given by 

$$\Pr(X \geq m) = \sum_{i=m}^{n} \binom{n}{i} p^i q^{n-i}.$$  \hfill (9.2)

The equation for the probability of $X$ smaller than $m$ is similar. The expression shown is referred to as the tail of the binomial distribution. The following estimates, called Chernoff bounds, will be used extensively:

$$\Pr(X \leq (1 - e)pn) \leq e^{-e(np)/3}$$  \hfill (9.2')

$$\Pr(X \geq (1 + e)pn) \leq e^{-e(np)/3},$$  \hfill (9.3')

where $e$ is any positive constant between 0 and 1.

We now digress for a moment to state several important combinatorial facts.

**Combinatorial Facts.** We state without proof several combinatorial facts that will be used in the remainder of this chapter. Most of these facts can be found in elementary books on combinatorics.

**Binomial Theorem:** Given any two numbers $x$ and $y$ and a positive integer $n$, then 

$$(x + y)^n = \sum_{i=0}^{n} \binom{n}{i} x^i y^{n-i}. \hfill (9.4)$$

**Stirling's Formula:** Given any positive integer $n$, then 

$$n! \approx \sqrt{2\pi n} \left(\frac{n}{e}\right)^n. \hfill (9.5)$$

**Bounds on Binomial Coefficients:** Given any two positive integers $n$ and $k$ such that $k \leq n$, then 

$$\binom{n}{k} \leq \left(\frac{en}{k}\right)^k \hfill (9.6)$$

**Poisson Approximation:** For any $\alpha$, we have 

$$(1 - \frac{\alpha}{n})^n \approx e^{-\alpha}. \hfill (9.7)$$
9.2 The Problem of the Fractional Independent Set

Let \( G = (V, E) \) be a planar graph. That is, \( G \) can be drawn on the plane such that each vertex \( v \in V \) is represented by a point \( p(v) \), each edge \( (u, v) \in E \) is represented by a curve connecting the two points \( p(u) \) and \( p(v) \), and no two curves that represent edges can intersect except possibly at an endpoint. In this section, we consider the problem of identifying a large independent set of \( G \) consisting exclusively of low-degree vertices. More precisely, our aim is to determine a set \( X \subseteq V \) such that (1) the degree of each vertex \( v \in X \) is less than or equal to some constant \( d \), (2) the set \( X \) is independent, that is, no two vertices of \( X \) are connected by an edge, and (3) the size of \( X \) satisfies \( |X| \geq c|V| \) for some positive constant \( c \). We call \( X \) a fractional independent set of \( G \).

We shall establish the existence of a fractional independent set in any planar graph by an explicit construction. We need the following well-known fact from graph theory.

**Lemma 9.1:** Let \( G = (V, E) \) be a planar graph with at least three vertices. Then, \(|E| \leq 3|V| - 6\).

**Proof:**

**Lemma 9.1** indicates that planar graphs are quite sparse. Hence, we expect to find many vertices of low degree, since \( \sum_{v \in V} \deg(v) = 2|E| \leq 6|V| - 12 \). The following theorem gives a constructive proof of the fact that a fractional independent set exists in any planar graph.

**Theorem 9.2:** For any given planar graph \( G = (V, E) \), we can construct a fractional independent set \( X \) in linear sequential time.

**Proof:** Let \( V_d \) be the set of vertices of \( G \) of degree less than or equal to \( d \), where \( d \) is any integer such that \( d \geq 6 \). We start by showing that the size of \( V_d \) is at least a constant fraction of \(|V|\).

Let \( V_h \) be the subset of vertices each of degree larger than \( d \); that is, \( V_h = V \setminus V_d \). Then, \( \sum_{v \in V_h} \deg(v) \leq (d + 1)|V_h| \), and hence \( (d + 1)|V_h| \leq \sum_{v \in V_h} \deg(v) \leq 6|V| - 12 \), which implies \( |V_h| \leq (6|V| - 12)/(d + 1) \).

This inequality in turn gives \( |V_d| = |V| - |V_h| \geq (d - 5)|V|/(d + 1) \). We construct a fractional independent set \( X \) as follows. We select an arbitrary vertex \( v \in V_d \) to be in \( X \), and remove all of its adjacent vertices that are in \( V_d \). We then pick another vertex of \( V_d \), put it in \( X \), and remove all of its adjacent vertices. We continue this process until all the elements of \( V_h \) are exhausted. The number of vertices in \( X \) is at least \( |V_d|/(d + 1) \geq (d - 5)|V|/(d + 1)^2 \), which is a constant fraction of \(|V| \), because \( d \) is a constant greater than or equal to 6.
The scheme sketched in the proof of Theorem 9.2 for constructing a fractional independent set picks its vertices in sequence, each selected vertex depending on the vertices selected earlier. Hence, this scheme does not seem to offer much hope for a significant amount of parallelism. In this section, we develop an extremely simple alternate method that uses randomization. The resulting algorithm determines, with high probability, a fractional independent set in $O(1)$ time, using $O(n)$ operations.

For clarity, we start with the simple case where the graph $G$ is a simple directed cycle. We later address the general case of planar graphs.

### 9.2.1 DIRECTED CYCLES

Let $G = (V, E)$ be a directed cycle whose arcs are represented by an array $S$ of length $|V| = n$ such that $S(i) = j$ if and only if $(i, j)$ is an arc in $E$ (see Section 2.7). We wish to compute an independent set $X$ of $G$ such that the size of $X$ is a constant fraction of $|V|$. The basic technique used is a randomized symmetry breaking that consists of (1) assigning a label 1 or 0 with equal probability to each vertex $v \in V$; and (2) relabeling each vertex $v$ whose label and the label of its successor $S(v)$ are both equal to 1.

We state the algorithm more formally next. We shall show that, with high probability, the set of vertices labeled 1 is a fractional independent set of the given directed cycle.

#### ALGORITHM 9.1

(Randomized Symmetry Breaking)

**Input:** A directed cycle $G = (V, E)$ whose arcs are specified by an array $S$ of length $n$.

**Output:** The set of vertices $X = \{v \in V \mid \text{label}(v) = 1\}$, which forms a fractional independent set with high probability.

**Begin**

for all $v \in V$ pardo

1. Assign $\text{label}(v) = 1$ or 0 randomly with equal probability.

2. if ($\text{label}(v) = 1$ and $\text{label}(S(v)) = 1$) then set $\text{label}(v) = 0$

**End**

**Lemma 9.2:** Let $G = (V, E)$ be a directed cycle with $n$ vertices. Algorithm 9.1 identifies an independent set $X$ such that $\Pr[|X| \leq \alpha n] \leq e^{-\beta n}$, where $\alpha$ is any constant $0 < \alpha < 1/8$ and $\beta = (1 - 8\alpha)^2/16$. The algorithm runs in $O(1)$ time, using $O(n)$ operations.

**Proof:** A vertex $v \in V$ is called selected if $\text{label}(v) = 1$ when the algorithm terminates. Let $X$ be the set of selected vertices. The set $X$ consists precisely of all the vertices $v$ such that $\text{label}(v) = 1$ and $\text{label}(S(v)) = 0$ just after the random assignment performed at step 1. Hence, the probability that a vertex $v \in V$ is selected is equal to $\Pr[\text{label}(v) = 1]$ and $\text{label}(S(v)) = 0 = 1/4$, where the labels referred to are those obtained immediately after the execution of step 1.

Consider the set $V' \subseteq V$ consisting of every other vertex along the cycle, assuming without loss of generality that $n$ is even. Hence, the distance between any two vertices of $V'$ is at least 2. Given any two vertices $v$ and $w$ in $V'$, the event that $v$ is selected is independent of the event that $w$ is selected.

Hence, the cardinality of the set $X$ is bounded below by a binomial variable, where the success probability is $1/4$ and there are $n/2$ Bernoulli trials. Using the estimate of the binomial tail (Chernoff bounds),

$$\Pr[|X| \leq (1 - \epsilon)n] \leq e^{-\epsilon^2 n/4}$$

as given by Eq. 9.2, where $\mu = n/8$, we obtain that $\Pr[|X| \leq \alpha n] \leq e^{-\beta n}$, where $\beta = (1 - 8\alpha)^2/16$ for any $0 < \alpha < 1/8$.

The complexity bounds of the algorithm are obvious.

**PRAM Model:** Algorithm 9.1 can be implemented on the EREW PRAM model, since step 1 does not require any concurrent memory access, and step 2 can be executed if we first create a duplicate copy of the labels generated at step 1 and then access this copy whenever the label of the successor node is needed.

### 9.2.2 PLANAR GRAPHS

We now return to the more general case when the input graph $G = (V, E)$ is an arbitrary planar graph. We assume that the embedded graph $G$ is represented by its edge lists such that, for each vertex $v \in V$, the edge list of $v$ contains the edges incident on $v$ arranged in the order as they appear counterclockwise around $v$.

For the remainder of this section, we define a low-degree vertex to be a vertex of degree less than or equal to 6. As can be deduced from the proof of Theorem 9.2 (if we set $d = 6$), there are at least $|V|/7$ such vertices.

To determine a fractional independent set $G$, we follow the same strategy as in the case of directed cycles. We randomly assign a label of 0 or 1 with equal probability to each low-degree vertex. The set of vertices whose labels are each equal to 1 does not necessarily form an independent set. For each edge $(u, v) \in E$, we relabel vertices $u$ and $v$ whenever $u$ and $v$ were assigned the label 1. The remaining vertices with label 1 constitute an independent set whose size is a constant fraction of $|V|$ with high probability.
We next give the algorithm formally, followed by a correctness proof and an analysis of the complexity bounds.

**ALGORITHM 9.2**
(Fractional Independent Set)

**Input:** A planar graph \( G = (V, E) \) represented by its edge lists. The edges on the list of a vertex \( v \) are ordered counterclockwise as they appear around the vertex \( v \) in a planar embedding of \( G \).

**Output:** A labeled set of low-degree vertices forming a large independent set with high probability.

**begin**

1. for each vertex \( v \in V \) pardo
   if \((\text{deg}(v) \leq 6) \) then set \( \text{lowdeg}(v) = 1 \)
   else set \( \text{lowdeg}(v) = 0 \)

2. for each vertex \( v \in V \) pardo
   if \((\text{lowdeg}(v) = 1) \) then Randomly assign \( \text{label}(v) = 0 \) or 1 with equal probability.
   else set \( \text{label}(v) = 0 \)

3. for each vertex \( v \in V \) pardo
   if \( \text{label}(v) = 1 \) then
     if \( \text{(label}(u) = 1 \text{ for some } u \text{ on the list of } v) \) then set \( \text{label}(v) = 0 \)

**end**

**Theorem 9.3:** The set \( X = \{v \in V \mid \text{label}(v) = 1\} \) generated when Algorithm 9.2 terminates is an independent set of low-degree vertices such that \( \Pr(|X| \leq cn) \leq e^{-\beta n} \), for some positive constants \( \alpha \) and \( \beta \) and where \( n \) is the number of vertices. This algorithm can be implemented in \( O(1) \) time, using \( O(n) \) operations.

**Proof:** As we can deduce from the proof of Theorem 9.2 (by setting \( d = 6 \)), the number of vertices of degree less than or equal to 6 is at least \( \alpha n/7 \). Each such vertex is assigned a label of 0 or 1 with probability \( 1/2 \). Hence the probability of a low-degree vertex being included in the independent set \( X \) is at least \((1/2)^7 \), since it will be included in \( X \) if its label is equal to 1 and the labels of all of its adjacent vertices are equal to 0 just after the execution of step 2.

Let \( V' \) be the subset of low-degree vertices such that the distance between any two vertices in \( V' \) is at least 3. The size of \( V' \) satisfies \(|V'| \geq (1/36)(\alpha n/7)\), since each vertex included in \( V' \) prevents the inclusion of all vertices at distance 2 or less, and the number of such vertices in \( V' \) is at most 36. Hence, \(|V'| \geq \alpha n \), where \( \alpha \) is some positive constant (in this case, \( c = 1/252 \)).

The event that a vertex \( v \) from \( V' \) is included in \( X \) is independent of the event that any other vertex from \( V' \) is included in \( X \). Therefore, the cardinality of the set \( X \) is lower bounded by a binomial variable whose probability of success is \((1/2)^7 \), and there are \( \alpha n \) independent Bernoulli trials. Using Chernoff bounds as stated in Eq. 9.2, we obtain \( \Pr(|X| \leq \alpha n) \leq e^{-\beta n} \), for some constants \( \alpha \) and \( \beta \).

We now analyze the complexity bounds of the algorithm. In step 1, we can count, for each list associated with a vertex \( v \), the number of the edges up to 6. If, during the counting process, the end of the list is encountered, we set \( \text{lowdeg}(v) = 1 \); otherwise, we set \( \text{lowdeg}(v) = 0 \). Given our input representation, this step can be implemented in \( O(1) \) time, using a linear number of operations. Step 2 trivially takes \( O(1) \) time, using \( O(n) \) operations. As for step 3, any vertex \( v \) with \( \text{label}(v) = 1 \) must be of degree less than or equal to 6. Hence, its corresponding list is of length at most 6, which implies that each such list can be processed in \( O(1) \) sequential time to check for the existence of a vertex \( u \) whose label is equal to 1. Therefore, step 3 also can be performed in \( O(1) \) time, using a linear number of operations, and the proof of the theorem is complete.

**PRAM Model:** Steps 1 and 2 of Algorithm 9.2 require no simultaneous memory access. Since many edges could share the same vertex, step 3 requires concurrent-read capability. However, no concurrent write instructions are used. Therefore, Algorithm 9.2 runs on the CREW PRAM model.

Based on Algorithm 9.2, we next develop an elegant solution to an important problem in computational geometry.

---

**9.3 Point Location in Triangulated Planar Subdivisions**

The randomized algorithm for determining a fractional independent set of a planar graph (Algorithm 9.2) will be used in this section to solve the point-location problem for triangulated planar subdivisions. Before giving a formal definition of our problem, we note that, in general, the technique of random sampling has been shown to be effective in solving computational-geometry problems. This technique will be introduced in Section 9.6 for designing a randomized sorting algorithm. Here, we illustrate the use of the randomized symmetry-breaking technique to solve our special computational-geometry problem.

We now introduce the problem addressed in this section. A **planar subdivision** \( S \) is a straight-line embedding of a planar graph \( G_S = (V_S, E_S) \). Hence, each edge \((u, v)\) is represented by a line segment connecting the points representing \( u \) and \( v \), and no two such line segments intersect except
possibly at an endpoint. Because of the close correspondence between a planar subdivision and its associated graph, we shall refer to the points of \( S \) as vertices and to the segments of \( S \) as edges.

The size of a subdivision \( S \) is the number of vertices in \( S \). A triangular subdivision is a planar subdivision in which each region, including the exterior region, is a triangle.

**EXAMPLE 9.8:**

The planar subdivision shown in Fig. 9.1(a) contains regions that are not triangles, whereas all the regions defined by the planar subdivision of Fig. 9.1(b) are triangles.

Given a triangulated planar subdivision \( S \), the **point-location problem** is to preprocess \( S \) and to set up appropriate data structures so that any query point can be located quickly in one of the regions of \( S \). More precisely, we wish to identify the region containing a query point in \( O(\log n) \) sequential time.

We shall describe a solution based on building a hierarchy of increasingly coarse subdivisions, starting with the initial subdivision \( S \) and ending with a subdivision containing only three vertices. The location of a query point will proceed through the hierarchy consecutively, starting with the coarsest subdivision (which contains three vertices) until the initial subdivision is reached.

In this section, we show how to construct a subdivision hierarchy in \( O(\log n) \) time, with high probability such that a query can be handled in \( O(\log n) \) sequential time. We start by introducing a formal notion of subdivision hierarchy.

### 9.3.1 SUBDIVISION HIERARCHY

Let \( S \) be a triangulated subdivision with \( n \) vertices. A subdivision hierarchy is a sequence \( S_1, S_2, \ldots, S_{h(n)} \) of triangulated subdivisions satisfying the following conditions:

1. \( S_1 = S \).
2. \( |S_{h(n)}| = 3 \).
3. Each region of \( S_{i+1} \) intersects at most \( d \) regions of \( S_i \), for some constant \( d \).

We call \( h(n) \) the **height** of the subdivision hierarchy. A subdivision hierarchy can be represented as a directed acyclic graph \( H = (U, A) \) such that each triangle \( T \) of a planar subdivision \( S_i \) in the sequence is represented by a vertex \( u_T \) with outgoing arcs into the vertices representing the triangles of \( S_{i-1} \) that intersect \( T \). It follows that, once we have a triangle \( T \) of a planar subdivision in the sequence, we can find all the triangles that intersect \( T \) from the previous subdivision, in \( O(1) \) sequential time.

Before we show how to construct a subdivision hierarchy associated with \( S \), we consider the processing of a query on this structure. Given a query point \( p \), we start by locating \( p \) in a region \( T \) of the subdivision \( S_{h(n)} \) containing three vertices. This step can clearly be done in \( O(1) \) sequential time. Given \( T \), there are at most \( d \) triangles of \( S_{h(n)-1} \) having nonempty intersection with \( T \). Hence, we can search through these regions to isolate the region of \( S_{h(n)-1} \) containing \( p \). We continue in the same fashion until we reach the initial subdivision \( S_1 = S \). At this point, we can identify the triangle of \( S_1 \) containing \( p \). Therefore, locating a point \( p \) in a triangulated planar subdivision can be done in \( O(h(n)) \) sequential time, once a subdivision hierarchy of height \( h(n) \) is determined.

We now turn to the problem of constructing a subdivision hierarchy.

### 9.3.2 CONSTRUCTION OF A SUBDIVISION HIERARCHY

A key assumption of a subdivision hierarchy is that a region of \( S_{i+1} \) intersects at most a constant number \( d \) of the regions of \( S_i \). We now develop an algorithm that refines \( S_i \) into \( S_{i+1} \) while maintaining this property for \( d = 6 \).
Consider a subdivision $S_i$ and an internal vertex $v$ of $S_i$, of degree $i \leq 6$. If we remove $v$ and the edges incident on $v$, we obtain a planar subdivision in which all regions are triangles except a region $R$ that used to contain $v$. The boundary of $R$ consists of a simple polygon containing $i$ segments, and hence $R$ can be retriangulated in $O(1)$ sequential time using a brute-force algorithm. Each of the resulting new triangles can intersect at most $i$ regions in $S_i$. Namely, the regions that used to lie in $R$. This process can be applied concurrently to all low-degree vertices, as long as they are not adjacent. Hence, all low-degree vertices of an independent set $X$ can be removed concurrently such that each of the new triangles intersects at most six of the triangles in $S_i$.

The height of the hierarchy depends on the rate at which the number of vertices is decreasing. The sizes of two consecutive subdivisions $S_i$ and $S_{i+1}$ are related by $|S_{i+1}| = |S_i| - |X|$, where $X$ is the independent set used to generate $S_{i+1}$ from $S_i$. Hence, if the size of $X$ is a constant fraction of $|S_i|$, the sizes of the subdivisions will decrease as a geometric series and thus the height of the hierarchy will be logarithmic.

We have already seen how to construct an independent set of low-degree vertices in $O(1)$ time, using a linear number of operations (Algorithm 9.2). The size of such an independent set is a constant fraction of the size of its subdivision with high probability (Theorem 9.3). Using such an independent set, we obtain that $|S_{i+1}| \leq c|S_i|$ with high probability for some constant $c > 0$, indicating that the height of the hierarchy is logarithmic with high probability.

We are now ready to state our algorithm for constructing a subdivision hierarchy.

**ALGORITHM 9.3**
(Subdivision Hierarchy)

**Input:** A triangulated planar subdivision $S$ represented by its edge lists such that the edges on the list of a vertex $v$ are arranged in a counterclockwise ordering as they appear around $v$ in $S$.

**Output:** A hierarchy of subdivisions of height $O(\log n)$ with high probability.

**begin**

1. Set $i = 1$, $S_1 = S$.
2. while ($S_i$ has more than three vertices) do
   2.1. Determine a fractional independent set $X$ of $S_i$ by using Algorithm 9.2.
   2.2. for each internal vertex $v \in X$ do
       Remove $v$ and its incident edges, and retriangulate the resulting simple polygon. Determine, for each new triangle, the old triangles it intersects.

**end**

2.3. Set $i = i + 1$, and let $S_i$ be the resulting triangulated planar subdivision.

**Theorem 9.4:** Algorithm 9.3 constructs a subdivision hierarchy $\{S_i\}_{i=1}^{\log n}$ associated with the triangulated subdivision $S$ such that, with high probability, $\sum_{i=1}^{\log n} |S_i| = O(n)$ and $h(n) = O(\log n)$. The algorithm runs in $O(n \log n)$ time using $O(n)$ operations, with high probability.

**Proof:** We start by establishing the correctness of the algorithm. By the discussion preceding the statement of the algorithm, each region $T$ of a subdivision $S_{i+1}$ generated during the $i$th iteration of the **while** loop (step 2) intersects at most six triangles of $S_i$, since the degree of each vertex in $X$ (generated by Algorithm 9.2) is at most 6.

Let $n_i$ be the number of vertices in $S_i$, where $1 \leq i \leq h(n)$. We know, from Theorem 9.3, that the size of the independent set $X_i$ generated by Algorithm 9.2 satisfies $|X_i| \leq c |S_i|$, for some positive constants $\alpha, \beta, \gamma, \delta$, with high probability, for any given index $i$, unless $n_i$ is very small. However, it is not clear that this fact holds for all indices $1 \leq i \leq h(n)$ simultaneously. We now proceed to prove that it essentially does hold.

Let $k$ be the largest index such that $n_k = O(\log n)$ and $n_k \geq (\delta / \beta) \log n$, where $\delta$ is any positive constant. Clearly, such an index always exists. Consider the event $E$ for which there exists an index $i$ between 1 and $k$ such that the independent set $X_i$ found during the $i$th iteration satisfies $|X_i| \leq c |S_i|$. By Boole's inequality (Eq. 9.1), the probability of this event satisfies $Pr(E) \leq \sum_{1 \leq i \leq k} Pr(|X_i| \leq c |S_i|) \leq ke^{-\beta c}$, for some positive constant $\beta$, for $1 \leq i \leq k$. But $ke^{-\beta c} < ke^{-\beta \log n}$, since $n_k \leq (\delta / \beta) \log n$; hence, $Pr(E) < n^{-\gamma}$, for some positive constant $\gamma$, and any positive constant $\delta$. Therefore, we have that $|S_{i+1}| \leq (1 - \alpha) |S_i|$, for all $i$ between 1 and $k$, with high probability. It follows that $k = O(\log n)$ with high probability.

Since $n_k = \Theta(\log n)$, the height can increase by at most a logarithmic factor (in $n$) after the $k$th iteration. Therefore, the height $h(n)$ of the subdivision hierarchy is $O(\log n)$ with high probability.

We now discuss the complexity bounds of the $i$th iteration of the **while** loop. Step 2.1 requires $O(1)$ time, using $O(n_i)$ operations. As for step 2.2, we need to create a representation of the subdivision $S_{i+1}$ generated during the $i$th iteration from a representation of $S_i$. This step involves removing and inserting a number of edges from and into some edge lists of $S_i$.

Recall that a triangulated planar subdivision is represented by a set of edge lists such that the list corresponding to a vertex $v$ consists of the edges arranged in the counterclockwise ordering of the edges around $v$ in $S_i$. Hence,
during the process of removing the edges in step 2.2, no two edges can appear consecutively on a list because $X$ is independent. It follows that each edge can be removed in $O(1)$ sequential time. Similarly, no two edges that have to be inserted on a list (because of retriangulation) appear consecutively, and each such edge can be inserted in $O(1)$ sequential time. Thus, the lists can be updated in $O(1)$ time, using $O(n)$ operations.

The tasks involved in forming the section of the directed acyclic graph connecting the triangles of $S_{i+1}$ to those of $S_i$ can be performed easily in $O(1)$ time, using $O(n_i)$ operations.

It follows that each iteration of the while loop can be implemented in $O(1)$ time, using $O(n_i)$ operations. Since $n_{i+1} = (1 - a)n_i$ for all $1 \leq i \leq k$ with high probability, it follows that $\sum n_i = O(n)$ and hence the total number of operations is $O(n)$ with high probability.

**PRAM Model:** Algorithm 9.3 requires concurrent-read capability in the loop defined at step 2. No concurrent write instructions are used. Hence, the algorithm runs on the CREW PRAM model.

The next section introduces randomization techniques for handling the string-matching problem, which we discussed in detail in Chapter 7.

### 9.4 Pattern Matching

We have developed, in Chapter 7, a deterministic parallel algorithm to identify all the positions where a pattern string can occur in a text string (Sections 7.3 and 7.4). The algorithm proceeded in two phases. The first phase consisted of a pattern analysis, which generates a table related to the periodic structure of the pattern. The resulting optimal algorithm (Section 7.4.2) involves a number of complex details that make the algorithm unattractive for practical use.

The second phase (text analysis) consists of using the table generated during the pattern-analysis phase to determine all the positions where the pattern occurs. An optimal logarithmic-time algorithm was derived to handle the text analysis whenever the pattern is nonperiodic (Algorithm 7.2). This algorithm was complemented by another algorithm that reduces the periodic case to the nonperiodic case (Algorithm 7.3). As in the case of the pattern-analysis algorithm, there are various intricate details that make the overall text-analysis algorithm rather complex.

In this section, we address the string-matching problem and its two-dimensional generalization using randomization techniques. We describe simple optimal logarithmic-time parallel algorithms that will succeed in identifying all the occurrences of the pattern, but that, with a very small probability, may report false occurrences.

The basic strategy used is similar to hashing. Briefly, hashing is a method to set up a table whose elements come from a large universe $U$. The table is determined dynamically during the processing of a task. The size of the table is usually much smaller than the size of $U$. The method consists of an easy-to-compute hash function that maps $U$ into a small range of integers—say, the range $[1, 2, \ldots, r]$. During the processing of a task, the elements $u \in U$ that arise are mapped into the locations specified by $h(u)$. The hash function $h$ is likely to distribute the elements evenly among the locations $1, 2, \ldots, r$, if $h$ and $r$ are chosen appropriately.

To handle the string-matching problem where the pattern is of length $m$, we map arbitrary strings of length $m$ into integers of $O(\log m)$ bits, such that two distinct strings are mapped into the same integer with a very small probability. The value of the integer corresponding to a string $X$ can be viewed as a "fingerprint" of $X$ that can be compared to the fingerprint of the pattern. If the two fingerprints match, we report an occurrence of the pattern. We show that the algorithm reports false occurrences with a very small probability. Our analysis draws on two well-known facts from number theory.

For the remainder of this section, we assume that our strings are taken over the alphabet $\Sigma = \{0, 1\}$. The same techniques can be used to handle the case when the size of the alphabet is fixed.

#### 9.4.1 Fingerprint Functions

As we mentioned, our basic strategy amounts to mapping strings into small integers. Before defining our mapping, we describe the general framework and the properties needed to obtain the optimal randomized string-matching algorithms.

Let $T$ be a text string of length $n$, and let $P$ be a pattern string of length $m \leq n$. Our goal is to identify all the locations of $T$ where $P$ occurs. Consider the set $B$ of all the substrings of $T$ of length $m$. Notice that there are $n - m + 1$ such substrings, each starting at a location $i$ such that $1 \leq i \leq n - m + 1$. Our problem can be reformulated as that of identifying the elements of $B$ that are identical to $P$. The main problem lies in the fact that the comparison of a string from $B$ and the pattern string $P$ requires $O(m)$ operations, and hence each such comparison is costly. We shall use the following alternative approach.

Let $\mathcal{F} = \{f_p\}_{P \subseteq \Sigma}$ be a collection of functions such that $f_p$ maps a string of length $m$ into a domain $D$. Then, we require that the set $\mathcal{F}$ satisfies the following three properties:
Property 9.1: For any string $X \in B, f_{P}(X)$ consists of $O(\log m)$ bits for each $p \in S$. \[\square\]

Property 9.2: The probability that a randomly chosen $f_{P} \in \mathcal{F}$ maps two unequal strings $X$ and $Y$ into the same element of $D$ is very small. \[\square\]

Property 9.3: For each $p \in S, f_{P}(X)$ should be easily computable in parallel for all the strings in $B$. \[\square\]

The implications of Properties 9.1, 9.2, and 9.3 for our pattern-matching problems should be clear. Property 9.1 implies that $f_{P}(X)$ and $f_{P}(P)$ can be computed in $O(1)$ sequential time, since a pointer to a location in $P$ requires $O(\log m)$ bits. We shall call $f_{P}(X)$ a fingerprint of the string $X$. Property 9.2 states that, if the fingerprints of two strings $X$ and $Y$ are equal, then $X = Y$ with high probability. The interpretation of Property 9.3 is related to the parallel implementation of the algorithm that makes use of the set $\mathcal{F}$. Since our deterministic parallel string-matching algorithm achieves $O(\log n)$ time, using $O(n)$ operations, we wish to compute the fingerprints of the strings in $B$ within the same complexity bounds (or faster).

Next we identify a class $\mathcal{F}$ of functions that will satisfy Properties 9.1, 9.2, and 9.3.

A Class of Fingerprint Functions. We start by considering the following function $f$ from the set of strings over $\{0, 1\}$ to the set of $2 \times 2$ matrices over the ring of integers $Z$. This function will satisfy Property 9.2, but will not satisfy Properties 9.1 or 9.3. We shall refine it later such that all the three properties are satisfied.

Let $f(0)$ and $f(1)$ be defined as follows:

- $f(0) = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}$ and $f(1) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$.

For any two strings $X$ and $Y$, $f(XY)$ is defined to be the product of the matrices $f(X)$ and $f(Y)$ over the ring $Z$. Hence, $f$ is a homomorphism from the set of strings into the set of $2 \times 2$ matrices over $Z$. That is, $f$ preserves the structures of the two domains by transforming a concatenation operation into matrix product. It is this very property that will allow the efficient computation of $f$ on the required set of substrings.

Example 9.9:

Consider the string $X = 1011$. Then, $f(X) = f(1)f(0)f(1)f(1)$, and hence

$f(X) = (\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix})(\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix})(\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix})(\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}) = \begin{pmatrix} 2 & 5 \\ 1 & 3 \end{pmatrix}$.

We are ready to state the main properties of the function $f$ that will be needed later. The proof of the following lemma is left to Exercise 9.14.

Lemma 9.3: The function $f$ is one to one such that the determinant of $f(X)$ is equal to 1 for any string $X$. If $X$ is of length $m$, then each entry of $f(X)$ is an integer no larger than $F_{m+1}$, where $F_{m+1}$ is the $(m + 1)$st Fibonacci number (that is, $F_{1} = F_{2} = 1$, and $F_{m+1} = F_{m} + F_{m-1}$).

Clearly, the function $f$ is not satisfactory for our purposes, since an entry of $f(X)$ could be as large as $F_{m+1} = \frac{\Phi^{m+1} - (-1)^{m+1}}{\sqrt{5}}$, where $\Phi$ is the golden ratio whose value is $\Phi = \frac{1 + \sqrt{5}}{2} \approx 1.618 \ldots$, and hence property [P1] is not satisfied. We now show how to modify $f$ such that a substantial compaction will result.

Let $p$ be a prime in the range $[1, 2, \ldots, M]$, where $M$ is an integer to be specified later, and let $Z_{p}$ be the ring of integers modulo $p$. For each such $p$, we define $f_{p}(X)$ to be $f(X)$ modulo $p$, that is, $f_{p}(X)$ is a $2 \times 2$ matrix such that its $(i, j)$ entry is equal to the $(i, j)$ entry of $f(X)$ reduced modulo $p$.

Example 9.10:

Consider the string $X = (1011)^{3}$ of length 16. It is straightforward to verify that $f(X)$ is given by

$f(X) = \begin{pmatrix} 206 & 595 \\ 115 & 323 \end{pmatrix}$.

For the prime $p = 7$, we get

$f_{7}(X) = \begin{pmatrix} 3 & 1 \\ 1 & 6 \end{pmatrix}$.

We define $\mathcal{F}$ to be the class of functions $f_{p}$, where $p$ is a prime in $[1, 2, \ldots, M]$. Clearly $f_{p}$ maps a string of length $m$ into a set of four integers, each of length $O(\log m)$ bits, whenever $M$ is polynomial in $m$. Hence, $f_{p}$ satisfies Property 9.1 whenever $M$ is bounded by a polynomial in $m$. Before addressing whether Property 9.2 is satisfied, we need to state two well-known facts from number theory.

Two Facts from Number Theory. For any integer $m$, let $\pi(m)$ be the number of primes that are less than or equal to $m$. Then, we have the following facts, whose proofs can be found in the references cited at the end of this chapter (see bibliographic notes).

Lemma 9.4: For any integer $m \geq 17$, the following inequalities hold:

$m \leq m \leq \pi(m) \leq 1.2551 \frac{m}{\ln m}$.

Lemma 9.5: Given an integer $u \leq 2^{m}$, the number of distinct prime divisors of $u$ is smaller than $\pi(m)$, where $m \geq 29$.

We now have the necessary tools to establish the validity of Property 9.2 for the class $\mathcal{F}$ of functions just introduced.
**Probability of a False Match.** Let $X$ and $Y$ be two strings, each of length $m$, and let $f_p \in \mathcal{F}$. A false match occurs when $X \neq Y$ and yet $f_p(X) = f_p(Y)$. Note that this property is relative to the particular fingerprint function $f_p$.

**Theorem 9.5:** Let $f_p$ be a randomly chosen function from the set $\mathcal{F} = \{f_p\}$, where $p$ is a prime in the range $[1, 2, \ldots, M]$. Then, the probability of a false match between any two distinct strings of length $m$ is \( \leq \frac{\pi(\sqrt[2]{7.776m^7})}{\pi(M)} \), provided $m \geq 11$.

**Proof:** Denote
\[ f(X) = \{a_i, a_i\} \quad \text{and} \quad f(Y) = \{b_i, b_i\}. \]
Since $f$ is one-to-one and $X \neq Y$, there exists at least one index $i$ such that $a_i \neq b_i$. Notice that, by Lemma 9.3, each of $a_i$ and $b_i$ is no larger than the Fibonacci number $F_{m+1} = \phi^{m+1}/\sqrt{5}$, where $\phi = (1 + \sqrt{5})/2$.

On the other hand, $f_p(X) = f_p(Y)$ implies that $p$ divides the numbers $|a_i - b_i|$, for all $a_i \neq b_i$. Hence, the event $f_p(X) = f_p(Y)$, for $X \neq Y$, implies that the event $p$ divides the number $u = \prod_{a_i \neq b_i} |a_i - b_i|$. Therefore, the probability of a false match is bounded by the probability that $p$ divides $u$. However, by Lemma 9.3, $u \leq F_{m+1}^2 = 24 \log F_{m+1}$. Using Lemma 9.5, the number of distinct prime divisors of $u$ is $\leq \pi(24 \log F_{m+1}^2)$. Since the number of distinct primes in the range $[1, 2, \ldots, M]$ is $\pi(M)$, we obtain
\[
\Pr[\text{false match}] \leq \frac{\pi(24 \log F_{m+1}^2)}{\pi(M)} \leq \frac{\pi(\sqrt[2]{7.776m^7})}{\pi(M)},
\]
since $\log \phi = .694$, and hence $\log F_{m+1} = .694m$. The condition $m \geq 11$ implies the condition $\sqrt{7.776m^7} \geq 29$. \hfill \Box

**Remark 9.1:** We can strengthen the bound of Theorem 9.5 slightly by observing that the probability of a false match is bounded by the probability that $p$ divides $|a_i - b_i|$, for some $i$ such that $a_i \neq b_i$. The latter probability is upper bounded by $\pi(\log F_{m+1})/\pi(M) \leq \pi(\sqrt[2]{6.94m})/\pi(M)$. \hfill \Box

**Corollary 9.1:** If the range of the primes is $[1, 2, \ldots, m^k]$, the probability of a false match between two strings of length $m$ is $\leq \frac{3.489}{m^{k/2}}$, for any given constant $k > 1$.

**Proof:** We know from Lemma 9.4 that
\[
\pi(\sqrt[2]{7.776m^7}) \leq 1.255\frac{(2.776m)^7}{\ln(2.776m)} = \frac{3.489}{\ln(2.776m)},
\]
and
\[
\pi(m^k) \geq \frac{m^k}{\ln m} = \frac{m^k}{k \ln m}.
\]
The result follows from these inequalities and Theorem 9.5. \hfill \Box

In our pattern-matching algorithms, we will be interested in bounding the probability of a false match among many pairs of strings of the same length. Precisely the same arguments will establish the following theorem and its corollary.

**Theorem 9.6:** For a randomly chosen function $f_p \in \mathcal{F}$, where $p$ is a prime in the range $[1, 2, \ldots, M]$, the probability of a false match occurring among $t$ pairs of strings $\{(X_i, Y_i)\}_{1 \leq i \leq t}$, each of length $m$, is bounded by $\frac{\pi(\sqrt[2]{7.776m^7})}{\pi(tM)}$, provided $mt \geq 11$.

**Corollary 9.2:** Let $k$ be any positive integer constant, and let $M = m^{\delta}$. For this choice of $M$, the probability of a false match among $t$ pairs of strings, each of length $m$, is bounded by $\mathcal{O}(\frac{1}{\sqrt{t}})$. \hfill \Box

A prime $p$ in the range $[1, 2, \ldots, m^k]$ requires $O(\log m + \log t)$ bits, for fixed $k$. For $t$ pairs of such strings, pointers to specific locations of these strings will require the same order of bits. Hence, we can assume that the fingerprints of two such strings can be compared in $O(1)$ sequential time. This value should be contrasted with the fact that the comparison of the two strings will require $O(m)$ operations.

We now address the validity of Property 9.3 relative to the class $\mathcal{F}$ of fingerprint functions.

**Computation of Fingerprints.** The key property of the class $\mathcal{F}$ of fingerprint functions that makes the latter computationally attractive is that each $f_p$ is a homomorphism, that is, $f_p(X,X_2) = f_p(X)f_p(X_2)$, for any two strings $X_1$ and $X_2$. We now provide an efficient parallel algorithm for computing the fingerprints of all the substrings of the text string $T$ defined by $T(i + m - 1)$, where $1 \leq i \leq n - m + 1$ and $m$ is the length of the pattern string $P$.

For each $1 \leq i \leq n$, let $N_i = f_p(T((i-1)))$. Clearly, $N_i = f_p(T(1))f_p(T(2)) \cdots f_p(T(i))$. Since matrix multiplication is associative, this computation is a prefix-sums computation. Each matrix is of size $2 \times 2$; hence, the product of two such matrices can be found in $O(1)$ sequential time. Therefore, all the $N_i$'s can be computed in $O(\log n)$ time, using a total of $O(n)$ operations.

Define
\[
g_p(0) = f_p(0)^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]
and
\[
g_p(1) = f_p(1)^{-1} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]
Then, the product $R_i = g_p(T(i))g_p(T(i-1)) \cdots g_p(T(1))$ is a prefix-sums computation that can be done in $O(\log n)$ time, using $O(n)$ operations, for $1 \leq i \leq n$.

It is easy to check that $f_p(T(\ell i + m - 1)) = R_{\ell-1}N_{\ell,m-1}$. Hence, each such matrix can be computed in $O(1)$ sequential time, once all the $R_i$'s and $N_i$'s have been computed. Therefore, all the fingerprints can be computed in $O(\log n)$ time, using a total of $O(n)$ operations.

We therefore have the following lemma.

**Lemma 9.6:** The fingerprints of all substrings of length $m$ of a text string $T$ of length $n \geq m$ can be computed in $O(\log n)$ time, using a total of $O(n)$ operations.

\[\square\]

### 9.4.2 STRING MATCHING

We shall use the fingerprint functions defined in Section 9.4.1 to develop a randomized string-matching algorithm. Let $T(1:n)$ and $P(1:m)$ be the text and the pattern strings, respectively, over the alphabet $\Sigma = \{0, 1\}$, where $m \leq n$. Our goal is to identify all the locations of $T$ where a matching of $P$ occurs. We shall develop a randomized algorithm of the Monte Carlo type. Development of a Las Vegas algorithm is left to Exercise 9.16.

We have already sketched the basic strategy of a randomized string-matching algorithm of the Monte Carlo type. We compute the fingerprint of the pattern $P$ and of the substrings $T(\ell i + m - 1)$, where $1 \leq \ell \leq n - m + 1$. We then declare an occurrence of $P$ in the text $T$ at position $\ell$ whenever the fingerprints of $P$ and $T(\ell i + m - 1)$ are equal. The details are given next.

**Algorithm 9.4** (Monte Carlo String Matching)

**Input:** Two arrays $T(1:n)$ and $P(1:m)$ representing the text and the pattern strings, respectively, and an integer $M$.

**Output:** The array MATCH indicating all the positions where the pattern occurs in the text.

**Begin**

1. for $1 \leq i \leq n - m + 1$ pardo
   
   Set MATCH(i): = 0

2. Choose a random prime in the range $[1, 2, \ldots, M]$, and compute $f_p(P)$.

3. for $1 \leq i \leq n - m + 1$ pardo
   
   Set $L_i := f_p(T(\ell i + m - 1))$

4. for $1 \leq i \leq n - m + 1$ pardo
   
   if $(L_i = f_p(P))$ then Set MATCH(i): = 1

**End**

**Theorem 9.7:** Algorithm 9.4 reports all the occurrences of the pattern $P$ in the text $T$, and may report false occurrences. The probability that there exists some $i$ such that MATCH(i) = 1 and $P$ does not occur in $T$ at location $i$ is $O(\frac{1}{n})$, if we take $M = mnk + 1$, where $k$ is any constant greater than or equal to 1. This algorithm can be implemented in $O(\log n)$ time, using a total of $O(n)$ operations.

**Proof:** If the pattern $P$ occurs at location $i$ in the text $T$, then $f_p(P) = f_p(T(\ell i + m - 1))$ for any prime $p$. Hence, each such occurrence will be reported. The probability of reporting a false occurrence follows immediately from Theorem 9.6 and Corollary 9.2. The complexity bounds are straightforward in view of Lemma 9.6.

\[\square\]

**PRAM Model:** Algorithm 9.4 can be implemented within the stated bounds without any simultaneous memory access, since the only nontrivial operations required are prefix-sum computations and broadcasting of the values of $p$ and $f_p(P)$. Hence, Algorithm 9.4 can be implemented on the randomized EREW PRAM.

\[\square\]

Its simplicity, and the fact that it requires no preprocessing of the pattern, make Algorithm 9.4 attractive for practical use. In addition, if an upper bound on the size of the text is known, the random prime $p$ can be generated in a preprocessing step.

**Example 9.11:**

Let $m = 2^k$, and $n = 2^k$. Choose $M = mnk^2 = 2^{3k}$. Hence, each string of length 256 is mapped into an integer requiring 32 bits. Using the bounds shown previously, it is easy to verify that the probability of a false match is $< 2^{-3}$. We can decrease the error probability substantially by choosing several random primes, instead of just one. The proof of the corresponding bound is left to Exercise 9.17. On the other hand, we can eliminate any possibility of errors by modifying the algorithm as indicated in Exercise 9.16.

We can now extend our techniques to solve a two-dimensional pattern-matching problem.

### 9.4.3 TWO-DIMENSIONAL ARRAY MATCHING

Up to this point, we have restricted our discussions to strings. A more interesting class of problems is concerned with finding all the occurrences of a multidimensional pattern of arbitrary shape in a multidimensional array, where the elements are drawn from a certain alphabet. Several of our techniques can be extended to multidimensional matching problems. In this section, we consider the two-dimensional case where the pattern is also an array.
Let $T(n, n)$ and $P(m, m)$ be the text and the pattern arrays over the alphabet $\Sigma = \{0, 1\}$. The desired output is the array $\text{MATCH}$ such that $\text{MATCH}(i, j) = 1$ if and only if the pattern $P$ occurs in $T$ as a subarray whose top-left corner is located at $(i, j)$. More precisely, $T(i + r - 1, j + s - 1) = P(r, s)$, where $1 \leq r, s \leq m$ and $1 \leq i, j \leq n - m + 1$ (see Fig. 9.2 for an illustration).

As before, we use the class of functions $\mathcal{F} = \{f_p \mid p \text{ a prime } \leq M\}$ to compute the fingerprints of all the appropriate $m \times m$ subarrays of $T$. Such a subarray is viewed as a single string of length $m^2$ consisting of the first row of the subarray followed by the second row, then the third row, and so on.

**EXAMPLE 9.12:**

Let the $4 \times 4$ pattern $P$ be given by

$$P = \begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1
\end{pmatrix}.$$

Then, a fingerprint of $P$ can be $f_7(X)$, where $X$ is the string $1011001110010111$. It is straightforward to verify that the corresponding fingerprint is given by

$$\begin{pmatrix}
2 & 0 \\
1 & 4
\end{pmatrix}.$$

**FIGURE 9.2**

Two-dimensional array matching. The pattern $P$ occurs at location $(i, j)$ if the overlapping portions are identical.

Let $L_{i,j}$ be the fingerprint of the subarray of $T$ whose top-left corner is located at position $(i, j)$. There are $(n - m + 1)^2$ such subarrays. As in Algorithm 9.4, we can check, for all pairs $(i, j)$ such that $1 \leq i, j \leq n - m + 1$, whether $L_{i,j} = f_p(P)$, for a randomly chosen prime $p \leq M$. We then set $\text{MATCH}(i, j) = 1$ whenever the equality holds. The probability of a false match is $\leq \frac{M^{(2.77\log^2 (n - m + 1)^2)}}{\binom{n}{m}}$, by Theorem 9.6. Taking $M = m^2 n^k + 2$, we obtain that the error probability is $O\left(\frac{1}{n^k}\right)$, for any constant $k > 0$.

The complexity bounds of the resulting randomized algorithm remain to be determined. The only details that need to be specified are those concerning the computation of the required fingerprints, which is addressed next.

**Computation of the Fingerprints.** The fingerprints $\{L_{i,j}\}$ required for all the subarrays of $T$ of size $m \times m$ can be computed in two main steps, as follows:

- **Step 1:** For each row $i$, where $1 \leq i \leq n$, compute $S_{i,j}$, the fingerprint of the substring in row $i$ of length $m$ starting at location $(i, j)$, for all $1 \leq j \leq n - m + 1$. For each row, this step requires $O(\log n)$ time, using a total of $O(n)$ operations (Lemma 9.6). Therefore, all the matrices $S_{i,j}$ can be computed in $O(\log n)$ time, using a total of $O(n^2)$ operations.

- **Step 2:** For each column $j$, where $1 \leq j \leq n - m + 1$, compute $L_{i,j} = S_{i,j} S_{i+1,j} \ldots S_{i+m-1,j}$, for all $1 \leq i \leq n - m + 1$. Again, this step can be done with the algorithm referred to in Lemma 9.6. Therefore, this step takes $O(\log n)$ time, using a total of $O(n(n - m + 1))$ operations.

**Putting the Pieces Together.** The following theorem provides a summary regarding the randomized algorithm developed for the two-dimensional array matching.

**Theorem 9.8:** The two-dimensional array-matching problem can be solved by a randomized algorithm in $O(\log n)$ time, using a linear number of operations, where the text array is of size $n \times n$. The probability that the algorithm reports a false matching can be bounded by $O\left(\frac{1}{n^k}\right)$, for any constant $k$.

The algorithm described in this section can be extended to handle the following two more general problems: (1) multidimensional array matching, and (2) the case where patterns are of irregular shapes. These extensions will be left as Exercises 9.18 and 9.19.

We consider next randomized algorithms for a class of algebraic problems.
9.5 Verification of Polynomial Identities

Let $p(x_1, \ldots, x_n)$ be a polynomial in the variables $x_1, x_2, \ldots, x_n$ over an arbitrary field $F$. Then, $p(x_1, \ldots, x_n)$ can always be expressed as a sum of monomials $a_{i_1, i_2, \ldots, i_d} x_1^{i_1} x_2^{i_2} \cdots x_n^{i_n}$, where $a_{i_1, i_2, \ldots, i_d} \in F$. The degree of $p(x_1, \ldots, x_n)$, denoted by $\deg(p)$, is equal to $\max\{l_1 + l_2 + \ldots + l_n\}$, where the maximum is over all monomials of $p(x_1, \ldots, x_n)$ such that $a_{i_1, i_2, \ldots, i_d} \neq 0$.

**EXAMPLE 9.13:**

Let $X$ be the following matrix

$$
\begin{bmatrix}
  x_1 & x_2 & x_3 \\
  x_4 & x_5 & x_6 \\
  x_7 & x_8 & x_9
\end{bmatrix}
$$

where the $x_i$'s are indeterminates. Consider the polynomial $p(x_1, \ldots, x_9) = \det(X) = x_1 x_5 x_9 - x_1 x_6 x_8 - x_2 x_4 x_9 + x_2 x_6 x_7 + x_3 x_4 x_8 - x_3 x_5 x_7$. Clearly, all the monomials have the same degree 3, and hence the degree of $p(x_1, \ldots, x_9)$ is 3.

We consider, in this section, the problem of verifying whether a multivariate polynomial is identically zero. The straightforward method of expanding the polynomial into the sum of its monomials and checking whether all the coefficients are equal to zero requires, in general, an excessive number of operations. We explore a different approach based on evaluating the polynomial at a point (which is an $n$-dimensional vector, where $n$ is the number of variables) chosen randomly over a finite field $F$. We show that, if the polynomial is not identically zero, the value of the polynomial will be different from zero with probability at least $1/2$, whenever $F$ is chosen large enough. The experiment can be repeated to reduce the error probability below any small constant.

Before proceeding, we give two examples, one from graph theory and the other from matrix computations, where the solution to each of the related problems reduces to testing whether a certain polynomial is identically zero.

**EXAMPLE 9.14:** (Perfect Matching)

Let $G = (V, E)$ be a graph whose vertex set $V$ is denoted by $\{1, 2, \ldots, n\}$. A **perfect matching** in $G$ is a set $M$ of edges such that each vertex of $G$ is incident on exactly one edge of $M$. This problem will be discussed in detail in Section 9.7. We mention here only that the graph $G$ has a perfect matching if and only if the determinant of a matrix dependent on $|E|$ variables is not identically zero. Expanding the determinant of such a matrix will be an expensive computational process. However, if we substitute constant values for the variables, the computation of the determinant over a field is substantially easier.

**EXAMPLE 9.15:**

Let $A$ be an $n \times n$ matrix over a field $F$. We are interested in finding out whether or not the matrices $I, A, A^2, \ldots, A^{n-1}$ are linearly independent. Note that, by the Cayley–Hamilton theorem (Theorem 8.15), the matrices $I, A, A^2, \ldots, A^{n}$ are always linearly dependent. The straightforward method consists of computing the matrix powers $A^i$, for $2 \leq i \leq n - 1$, and then determining whether there exist $\alpha_0, \alpha_1, \ldots, \alpha_{n-1}$ such that $\sum_{i=0}^{n-1} \alpha_i A^i = 0$, where not all the $\alpha_i$'s are zero. Another computation more efficient method is the following.

Let $x$ be an $n$-dimensional vector of indeterminates. Then, the matrices $I, A, A^2, \ldots, A^{n-1}$ are linearly independent if and only if the Krylov matrix $[x \ Ax \ A^2x \ \cdots \ A^{n-1}x]$ (see Example 8.3) is nonsingular over $F$. This characterization is in turn equivalent to testing whether the determinant of the Krylov matrix is identically zero. Hence, the problem reduces to testing whether a polynomial in several variables is identically zero.

We next introduce the basic technique more formally.

### 9.5.1 THE BASIC TECHNIQUE

We are ready to state and prove the main fact that will be the basis of our randomized algorithm for testing whether a polynomial is identically zero.

**Theorem 9.9:** Let $p(x_1, \ldots, x_n)$ be a polynomial in the variables $x_1, x_2, \ldots, x_n$ over a field $F$ such that $p(x_1, \ldots, x_n)$ is not identically zero. Let $I$ be any finite subset of $F$. Then, the number of elements in $I^n$ which are zeros of $p(x_1, \ldots, x_n)$ is at most $|I|^{n-1} \deg(p)$.

**Proof:** The proof is by induction on $n$.

The base case is when $n = 1$. In this case, we have to show that the number of zeros in $I$ of a polynomial $p(x)$ of a single variable is at most $\deg(p)$. But this is a well-known fundamental result in algebra; hence, the theorem holds for $n = 1$.

Assume that the induction hypothesis holds for all polynomials with at most $n - 1$ variables. Let $d$ be the degree of $x_1$ in $p(x_1, \ldots, x_n)$. Clearly, we have that $p(x_1, \ldots, x_n) = x_1^d q(x_2, \ldots, x_n) + r(x_1, x_2, \ldots, x_n)$, for some polynomials $q$ and $r$. Let $(\alpha_1, \alpha_2, \ldots, \alpha_n) \in I^n$ be a zero of $p(x_1, \ldots, x_n)$.
Then, either \( q(\alpha_2, \ldots, \alpha_n) \) is equal to zero or it is different from zero. If \( q(\alpha_2, \ldots, \alpha_n) = 0 \), then \( p(\alpha_1, \alpha_2, \ldots, \alpha_n) \) might be equal to zero for all \( \alpha_1 \in I \) (for example, in the case when \( r \) is identically zero). The total number of such zeros is then at most \( |I| (|I|^{n-2} \text{deg}(q)) \), where the term between parentheses follows from the induction hypothesis.

On the other hand, if \( q(\alpha_2, \ldots, \alpha_n) \neq 0 \), the corresponding total number of such zeros of \( p \) is at most \( |I|^{n-1} \delta \), since \( p \) is of degree \( \delta \) in \( x_1 \). Therefore, the total number of zeros in \( I^n \) is \( \leq |I|^{n-1} (\delta + \text{deg}(q)) \leq |I|^{n-1} \text{deg}(p) \).

We now consider a simple polynomial, and determine the exact number of its roots in an interval.

**Example 9.16:**

Let \( F \) be an infinite field, and let \( I \) be a finite subset containing 0. Consider the polynomial \( p(x_1, \ldots, x_n) = x_1 x_2 \cdots x_n \). The number \( r \) of the roots of \( p(x_1, \ldots, x_n) \) is equal to the number of \( n \)-tuples over \( I \) each with at least one 0. Hence, \( r = |I|^{n} - (|I| - 1)^n \). Since \( (|I| - 1)^n = \sum_{j=0}^{n} (-1)^j \binom{n}{j} |I|^{n-j} \), we get that \( r = \sum_{j=0}^{n} (-1)^{j+1} \binom{n}{j} |I|^{n-j} \leq n |I|^{n-1} \).

The relevance of Theorem 9.9 in designing randomized algorithms for the verification of polynomial identities is stated more clearly in the next corollary.

**Corollary 9.3:** Let \( p(x_1, \ldots, x_n) \neq 0 \) and \( I \) be as in Theorem 9.9. The probability that a random tuple \( (\alpha_1, \ldots, \alpha_n) \in I^n \) is a zero of \( p(x_1, \ldots, x_n) \) is \( \leq \frac{\text{deg}(p)}{|I|} \).

This corollary suggests the following randomized scheme for testing whether a polynomial \( p(x_1, \ldots, x_n) \) is identically zero. We choose a finite subset of the domain of \( p \) that is of size at least \( 2 \text{deg}(p) \). We then select a random \( n \)-dimensional vector \( v \) over \( I \). That is, each entry of \( v \) is chosen uniformly and independently from \( I \). We evaluate the polynomial at \( v \), and test whether the resulting value is equal to zero. If it is, we declare the polynomial \( p \) to be identically zero. Otherwise, the polynomial is clearly not identically zero. The error probability of such a scheme is at most \( 1/2 \). If the same experiment is performed \( k \) times (either sequentially or in parallel), the error probability reduces to at most \( 1/2^k \).

In Section 9.5.2, we use this technique for verifying matrix products.

**9.5.2 Verification of Matrix Products**

As a simple application, we consider the following verification problem. Given three \( n \times n \) matrices \( A, B, \) and \( C \), determine whether \( AB = C \).

The obvious deterministic algorithm computes the matrix product \( AB \), and then checks whether the corresponding entries are equal. Such a procedure requires \( O(n^3) \) time, using a total of \( O(M(n)) \) operations, where \( M(n) \) is the best known bound on the number of arithmetic operations required for \( n \times n \) matrix multiplication. Next, we develop a simple randomized algorithm that can solve this problem in \( O(n^3 \log n) \) time, using only \( O(n^2) \) operations.

We start by establishing the following lemma.

**Lemma 9.7:** Let \( u \) be an \( n \)-dimensional vector over a field \( F \) such that \( u \neq (0, 0, \ldots, 0) \), and let \( v \) be an \( n \)-dimensional vector such that each entry of \( v \) is chosen randomly from the set \( \{0, 1\} \). Then, the probability that \( \sum_{i=1}^{n} u_i v_i = 0 \) is less than or equal to \( 1/2 \).

**Proof:** Let \( p(x_1, x_2, \ldots, x_n) \) be the polynomial defined by \( p(x_1, \ldots, x_n) = \sum_{i=1}^{n} u_i x_i \), where the \( x_i \)'s are indeterminates. Since \( u \) is not the zero vector, the polynomial \( p \) is not identically zero. By Theorem 9.9, the number of zeros of \( p \) over the set \( I = \{0, 1\} \) is at most \( |I|^{n-1} \text{deg}(p) = 2^{n-1} \). Since the vector \( v \) is equally likely to be any of the vectors in \( I^n \), the probability that \( v \) happens to be one of the zeros of \( p \) is at most \( 2^{n-1}/2^n = 1/2 \).

We are ready to prove our result concerning matrix-product verification.

**Theorem 9.10:** Given three \( n \times n \) matrices \( A, B, \) and \( C \) over an arbitrary field \( F \), the problem of verifying whether \( AB = C \) can be solved with a randomized parallel algorithm that runs in \( O(n^3 \log n) \) time, using \( O(n^2 \log n) \) operations, such that the probability of error is at most \( 1/2 \).

**Proof:** The algorithm consists of generating a random vector \( v \) whose entries are from \( \{0, 1\} \). We apply the test \( A(Bv) \leq Cv \). If the test fails, we declare that \( AB \neq C \). Otherwise, we say that \( AB = C \).

It is clear that, if \( AB = C \), the algorithm will always generate the correct answer. However, the algorithm may generate an incorrect answer whenever \( AB \neq C \). Therefore, let us estimate the probability of \( A(Bv) = Cv \) in the case where \( AB \neq C \).

Since \( AB \neq C \), there exists at least one index \( j \), where \( 1 \leq j \leq n \), such that the \( j \)-th rows of \( AB \) and \( C \) are distinct. Let us denote such a row from \( AB \) by \( u = (u_1, u_2, \ldots, u_n) \) and the corresponding row from \( C \) by \( w = (w_1, w_2, \ldots, w_n) \). Hence we have that \( e = u - w \) is a nonzero vector. The probability that \( A(Bv) = Cv \) is less than or equal to the probability that
$e \cdot v = 0$, where $e \cdot v$ is the inner product of the two vectors. By Lemma 9.7, the probability of such an event is at most $1/2$. Therefore the probability that $A(Bv) = Cv$ when $AB \neq C$ is at most $1/2$.

The complexity bounds are obvious. \hfill \Box

We can make the error probability very small by repeating the experiment several times.

**Corollary 9.4:** Given three $n \times n$ matrices $A$, $B$, and $C$, we can test whether $AB = C$ with a randomized parallel algorithm that runs in $O(\log n)$ time, using $O(n^{2k})$ operations, such that the error probability is at most $1/2^k$. \hfill \Box

The technique described in this section turns out to be applicable to a wide variety of problems. In Section 9.7, we make a crucial use of this technique for solving the maximum matching problem. Exercises 9.20 through 9.24 will provide additional examples where this technique is applicable.

The next section considers randomized sorting algorithms.

### 9.6 Sorting

In this section, we consider the problem of sorting $n$ elements drawn from a linearly ordered set. The sorting problem was considered in Chapter 4, where we described three deterministic parallel sorting algorithms—namely, the merge-sort algorithm (Algorithm 4.3), the pipelined merge-sort algorithm (Algorithm 4.4), and the bitonic-sorting algorithm (Section 4.4). The merge-sort algorithm (Algorithm 4.3) is a simple parallel implementation of the divide-and-conquer strategy that uses the optimal $O(\log \log n)$ time merging algorithm. The corresponding complexity bounds are $O(n \log n \log \log n)$ time and $O(n \log n)$ operations. The implementation of this algorithm is rather complex, due to the required merging operations. The pipelined merge-sort algorithm (Algorithm 4.4) allows us to sort $n$ elements in $O(\log n)$ time, using $O(n \log n)$ operations on the CREW PRAM (which can also be extended to the EREW PRAM). However, this algorithm is intricate, and the analysis of its complexity bounds is involved. The bitonic-sorting algorithm, described in Section 4.4, is the simplest algorithm to implement, but it runs in $\Theta(\log^2 n)$ time, using $O(n \log^2 n)$ operations.

We introduce in this section the random-sampling technique that can be used to derive a simple optimal $O(\log n)$ time sorting algorithm.

### 9.6.1 Random Sampling

**Random sampling** is a very powerful randomization technique that can be applied to a wide variety of problems. It can be used in the context of a divide-and-conquer or partitioning approach as follows. Let $I$ be the input to our problem $P$. We choose a random sample $S$ of $I$ of a certain size. We process the elements of $S$ such as to induce a partitioning of our initial problem into smaller-sized subproblems that can be solved in parallel. The success of this scheme depends crucially on the likelihood that the induced subproblems are of approximately equal sizes, and on the likelihood that the sum of the sizes of the subproblems is of approximately the same order as the size of the initial problem.

There are several ways to pick a sample of size $r$ from a population of size $n$. We describe here two simple methods. Other sampling techniques are discussed in Exercises 9.32 and 9.33. **Sampling without replacement** can be viewed as the process of selecting one element at a time, each element having the same probability of being selected. Once an element is selected, it is removed from the population. **Sampling with replacement** can be viewed as the process of selecting one element at a time, except that the selected element is not removed from the population; that is, the same element can be selected several times, each time with the same probability as any other element in the population. Sampling with replacement can also be viewed as the process of rolling several dice; each has $n$ faces numbered $1, 2, \ldots, n$, and each face is equally likely to show up.

For our parallel-algorithms setting, we shall adopt the sampling-with-replacement strategy in this section, whenever a sample of size $r$ needs to be generated in $O(1)$ time. Put another way, we can assume that we have $r$ processors, each of which has a random-number generator. During the sampling step, each processor draws a random number from the set $\{1, 2, \ldots, n\}$. Hence, we end up with a sample of size $r$, which may contain duplicate elements. As we shall see in Section 9.6.2, the fact that several processors may pick the same key will not affect the performance of the algorithm when $n$ is large.

Another scheme that is suitable for parallel algorithms is to let each processor pick an element with probability $r/n$. The expected size of the sample is $r$. Showing that this scheme could be used instead of the sampling-with-replacement scheme is left as Exercise 9.32.

We are ready to outline the structure of a sorting scheme that uses the random-sampling technique.

### 9.6.2 Randomized Quicksort

The quicksort algorithm is an important practical sorting algorithm whose performance analysis is interesting. The basic algorithm can be viewed as an
The elements of the input array are partitioned into a sequence of buckets \( \{B_i\} \), where each element of bucket \( B_i \) is smaller than any element in the next bucket \( B_{i+1} \) (unless \( B_i \) is the last bucket). Once the input is partitioned in this fashion, the problem of sorting the given set of elements reduces to sorting the different buckets separately, and thus the buckets can be sorted concurrently. The main difficulty in carrying out this plan lies in developing an efficient scheme for partitioning the input such that the buckets are of approximately equal sizes.

The schemes that we use in this section for partitioning the input amount to rearranging the elements of the input array such that the elements of the bucket \( B_1 \) appear first, followed by the elements of \( B_2 \), and so on. Other schemes, based on binary search trees, do not require the elements to be rearranged after each partitioning step (see Exercises 9.25 and 9.26).

We shall start by describing a parallel version of a sequential randomized quicksort algorithm. We shall show that, with high probability, its running time is \( O(\log^2 n) \) and its total number of operations is \( O(n \log n) \). We shall later apply a \( \sqrt{n} \) partitioning strategy to reduce the running time to \( O(\log n) \) with high probability.

Without loss of generality, we shall assume for the remainder of this section that the elements to be sorted are distinct.

### 9.6.3 A PARALLEL RANDOMIZED QUICKSORT ALGORITHM

Let \( A \) be the array containing the \( n \) distinct elements to be sorted. We use a two-way partitioning strategy in this section. Hence our main task is to rearrange the elements of \( A \) into two subarrays \( B_1 \) and \( B_2 \), called buckets, such that each element of \( B_1 \) is smaller than any element of \( B_2 \), and \( |B_1| = \frac{|B_2|}{2} \). We can identify a partitioning based on the following simple scheme.

We pick a random element \( S(A) \) from the input array \( A \); hence, each element of \( A \) is equally likely to be selected. The sample key \( S(A) \) is called a splitter. We then compare \( S(A) \) with every element of \( A \), and mark the smaller elements with 1 and the larger elements with 0. Now, we move the smaller elements to the beginning of \( A \), and the larger elements to the end of \( A \), such that the element \( S(A) \) is sandwiched between the two subsets. The same strategy can be applied to each bucket recursively until the size of each bucket is sufficiently small—say, 30 or less. We can then sort each small bucket by a simple sorting algorithm, such as selection sort.

We next describe the algorithm more formally.

**ALGORITHM 9.5**

(Randomized Quicksort)

**Input:** An array \( A \) containing the \( n \) elements to be sorted.

**Output:** The array \( A \) in sorted order.

**begin**

1. if \( n \leq 30 \) then sort \( A \) using any sorting algorithm and **exit**.
2. Select a random element \( S(A) \) of \( A \).
3. for \( 1 \leq i \leq n \) pardo
   - \( A(i) < S(A): \) set \( m(i) = 1 \)
   - \( A(i) > S(A): \) set \( m(i) = 0 \)
4. Compact the elements of \( A \) marked 1 at the beginning of \( A \), followed by \( S(A) \), which is followed by the elements marked 0. Set \( k \) equal to the position of the element \( S(A) \).
5. Recursively sort the subarrays \( A(1:k-1) \) and \( A(k+1:n) \).

**end**

**EXAMPLE 9.17:**

For illustrative purposes, we assume that the recursion in Algorithm 9.5 bottoms out at \( n = 1 \) instead of \( n = 30 \). Consider the input array \( A = (4, 16, -5, 7, 25, -8, 1, 3) \), shown in Fig. 9.3(a). During the first iteration, a sample key is selected—say, \( A(4) = 7 \)—as the splitter, which results in the creation of two buckets, the first of size 5 and the second of size 2, as shown in Fig. 9.3(b). The second iteration of the algorithm causes two sample keys to be selected from the two buckets, as indicated by the two arrows in the figure. These keys induce the partitions shown in Fig. 9.3(c). The third iteration causes one splitter to be selected, resulting in two buckets, each of size 1, as shown in Fig. 9.3(d). The next recursive call causes the algorithm to terminate.

The performance of Algorithm 9.5 depends on the number of recursive steps needed. We refer to each recursive step as a partitioning step. The number of partitioning steps depends on the rate at which the sizes of the intermediate buckets are reduced. In one pessimistic scenario, we may have very unbalanced partitions, causing the size of the largest bucket to decrease by a constant number of elements after each iteration. This situation occurs, for example, if the splitter in the largest bucket happens to be the second smallest element during each iteration. Therefore, in the worst case, the algorithm requires \( O(n) \) iterations, yielding a running time of \( O(n \log n) \) (since each iteration can be performed in \( O(n \log n) \) time, as we show later), and a total number of \( O(n^2) \) operations. However we show next that, with high probability, \( O(\log n) \) iterations suffice to reduce the size of every bucket to 30 or less.

**Theorem 9.11:** Algorithm 9.5 sorts a sequence of \( n \) elements in \( O(\log^2 n) \) time, using \( O(n \log n) \) operations, with high probability.

**Proof:** We start by estimating the resources required for each iteration.
Randomized quicksort for Example 9.17. (a) An input to the randomized quicksort algorithm. The arrow points to the sample key selected during the first iteration. (b) The partitions induced by the element 7, as indicated. During the second iteration of the algorithm, two random keys are selected from the two buckets. These keys are indicated by the two arrows. (c) The partitioning induced by the two keys selected during the second iteration, and the corresponding partitions. (d) The partitions induced by the only sample key selected during the third iteration. (e) The sorted array generated during the fourth iteration.

Steps 1 and 2 take $O(1)$ sequential time. Step 3 requires $O(1)$ parallel time, using $O(n)$ operations. Step 4 involves a prefix-sums computation, and hence can be performed in $O(\log n)$ time, using $O(n)$ operations. It follows that each iteration of the algorithm can be completed in $O(\log n)$ time, using a linear number of operations. It remains to establish a bound on the number of iterations.

Our strategy will be as follows. For any specific element $e$, we show that the sizes of any two consecutive buckets containing $e$ decrease by a constant factor with a certain probability (Claim 1). We then show that, with probability $1 - O(n^{-2})$, the bucket containing $e$ will be of size 30 or less after $O(\log n)$ iterations (Claim 2). Using Boole's inequality (Eq. 9.1), we conclude that, with probability $1 - O(n^{-5})$, the bucket of every element is of size $\leq 30$ after $O(\log n)$ iterations. We next show how to carry out this strategy.

Let $e$ be an arbitrary element of our input array $A$. Let $n_j$ be the size of the bucket containing $e$ at the end of the $j$th partitioning step, where $j \geq 1$. We set $n_0 = n$. Then, the following claim holds:

**Claim 1:** $Pr(n_{j+1} \geq 7n_j/8) \leq 1/4$, for any $j \geq 0$.

**Proof of Claim 1:** An element $a$ partitions the $j$th bucket into two buckets, one of which is of size at least $7n_j/8$ if and only if $\text{rank}(a:B_j) \leq n_j/8$ or $\text{rank}(a:B_j) \geq 7n_j/8$. The probability that a random element is among the smallest or largest $n_j/8$ elements of $B_j$ is $\leq 1/4$; hence, Claim 1 follows.

We fix the element $e$ of $A$, and we consider the sizes of the buckets containing $e$ during various partitioning steps. We call the $j$th partitioning step **successful** if $n_j < 7n_{j-1}/8$. Since $n_0 = n$, the size of the bucket containing $e$ after $k$ successful partitioning steps is smaller than $(7/8)^k n$, and hence $e$ can participate in at most $c \log(n/30)$ successful partitioning steps, where $c = 1/\log(8/7)$. For the remainder of this proof, all logarithms are to the base 8/7, and hence the constant $c$ is equal to 1.

**Claim 2:** Among $20 \log n$ partitioning steps, the probability that an element $e$ goes through $20 \log n - \log(n/30)$ unsuccessful partitioning steps is $O(n^{-1})$.

**Proof:** The random choices made at various partitioning steps are independent; hence, the events consisting of the partitioning steps being successful are independent. It follows that we can model these events as Bernoulli trials. Let $X$ be a random variable denoting the number of unsuccessful partitioning steps among the $20 \log n$ steps. Then, we have

$$Pr[X > 20 \log n - \log(n/30)] \leq Pr[X > 19 \log n] \leq \sum_{j > 19 \log n} \left( \frac{20 \log n}{j} \right) \left( \frac{1}{4} \right)^{20 \log n - j}.$$ 

Given that

$$\binom{n}{k} \leq \left( \frac{en}{k} \right)^k$$

(as stated in Eq. 9.6), we obtain that our probability is

$$\leq \sum_{j > 19 \log n} \left( \frac{20 \log n}{j} \right) \left( \frac{1}{4} \right)^{20 \log n - j} \leq \sum_{j > 19 \log n} \left( \frac{5 \log n}{j} \right) \left( \frac{1}{4} \right)^{20 \log n - j} = O(n^{-1}).$$

Therefore, Claim 2 follows.

We have shown, so far, that, given an arbitrary element $e$ of $A$, the probability that $e$ goes through $20 \log n - \log(n/30)$ unsuccessful partitioning steps is $O(n^{-1})$. By Boole's inequality (Eq. 9.1), the probability that one or more elements of $A$ go through so many unsuccessful steps is at most $O(n \times n^{-1}) = O(n^{-5})$; hence, with probability $1 - O(n^{-5})$, the algorithm terminates within $20 \log n$ iterations, and the proof of the theorem follows. \(\square\)
The PRAM Model: The random element $S(A)$ generated at step 2 of Algorithm 9.5 can be reproduced in $n$ distinct locations in $O(\log n)$ time, using $O(n)$ operations, without simultaneous memory access. Hence, steps 3 and 4 do not require any concurrent memory accesses. Therefore, Algorithm 9.5 runs on the randomized EREW PRAM model.

9.6.4 AN $O(\log n)$ TIME RANDOMIZED SORTING ALGORITHM

The partitioning strategy adopted in Algorithm 9.5 causes each bucket $B_j$ arising at a partitioning step to be divided into two smaller buckets induced by sampling a key from $B_j$. The bulk of the work performed at each iteration involves the rearrangement of the elements of each bucket into two separate smaller buckets. We accomplished this task by using the prefix-sums algorithm for computing the new location of each element; hence, each partitioning step required logarithmic running time using a linear number of operations. Since, with high probability, the algorithm terminates in $O(\log n)$ iterations, the total running time was $O(\log^2 n)$ with high probability.

In this section, we shall generalize the two-way partitioning strategy by sampling $\sqrt{n}$ keys from each bucket instead of a single key. As before, the sample keys are called splitters. Each bucket will be partitioned into at most $\sqrt{n} + 1$ smaller buckets, and the algorithm will recursively sort the smaller buckets. The cost of each partitioning step remains logarithmic in the running time, but the overall time will also be logarithmic, as illustrated by the following intuitive argument.

Since we sample $\sqrt{n}$ keys from our input, we expect each resulting bucket to be of approximately size $\sqrt{n}$. At the $i$th iteration, we expect each bucket to be of approximately size $n^{1/2 i}$. All the buckets arising at any given iteration can be processed concurrently. Therefore, the execution time of the $i$th iteration is $O(\log n^{1/2 i}) = O((1/2^i) \log n)$, which implies that the total running time is given by $O(\sum_i (1/2^i) \log n) = O(\log n)$, as we have claimed.

Before presenting a rigorous analysis to support our intuitive argument, we describe our algorithm more formally.

Algorithm 9.6

($\sqrt{n}$ Sample Sort)

Input: An array $A$ containing $n$ elements to be sorted.
Output: The array $A$ containing the elements in sorted order.

begin
1. If the number of elements to be sorted is $\leq 30$, then use any sorting algorithm and exit. Otherwise go to step 2.
2. Choose a set $S$ of $\sqrt{n}$ random samples drawn independently from the input $A$.
3. Sort the set $S$ by comparing all pairs of elements of $S$ and storing the outcomes in a $\sqrt{n} \times \sqrt{n}$ table $T$. Then, compute the rank of each element of $S$ by using a prefix-sums algorithm on each row of $T$.
4. Rearrange the elements of $A$ into buckets $B_i$ such that the elements of $B_i$ are those of $A$ that are between the $(i-1)$st smallest and the $i$th smallest elements of the sample $S$. The $i$th smallest element of $S$ is defined to be $-\infty$ and the $(\sqrt{n} + 1)$st smallest element is defined to be $+\infty$.
5. Recursively sort the elements in each bucket, for all buckets concurrently.

end

Theorem 9.12: With high probability, Algorithm 9.6 terminates in $O(\log n)$ time, using $O(n \log n)$ operations.

Proof: We assume that, when the size of a bucket is no larger than $16(\log n)^4$, the bitonic-sorting algorithm (Section 4.4) is used to sort the elements in the corresponding bucket. Hence, each such bucket will be sorted in $O((\log \log n)^2)$ time, using $O(n(\log \log n)^3)$ operations. Since the sum of the sizes of the buckets that are sorted by the bitonic-sorting algorithm is $n$, this final processing adds $O((\log \log n)^3)$ to the running time and $O(n(\log \log n)^2)$ to the total number of operations. We now concentrate on analyzing the resources required to reduce the size of each bucket to $16(\log n)^3$ or less.

We start by establishing the complexity bounds required by each iteration of the algorithm.

Claim 1: Each iteration of Algorithm 9.6 can be executed in $O(\log n)$ time, using $O(n \log n)$ operations on a bucket of size $n$.

Proof of Claim 1: Step 1 takes $O(1)$ sequential time. According to our assumptions, we can generate $\sqrt{n}$ independent random numbers from $[1, 2, \ldots, n]$ in $O(1)$ time, using $O(\sqrt{n})$ operations. Hence, step 2 can be performed within these bounds. Constructing the table $T$ required by step 3 can be done in $O(1)$ time, using $O(n)$ operations. Applying the prefix-sums algorithm to each row of $T$ takes $O(\log n)$ time, using $O(n)$ operations.

The implementation of step 4 is more subtle and can be achieved in two stages. During the first stage, each element of $A$ can be located between two consecutive elements of the sorted sample $S$, using the binary search algorithm. Hence, the bucket numbers of all the elements of $A$ can be identified in $O(\log n)$ time, using a total of $O(n \log n)$ operations.
During the second stage, the elements of \( A \) are rearranged such that the elements whose bucket numbers are each equal to 1 appear first, followed by those whose bucket numbers are each equal to 2, and so on. This problem is equivalent to one of integer sorting, where the \( n \) integers to be sorted belong to the range \([1, 2, \ldots, \sqrt{n}]\). We can solve this problem by building a balanced binary tree on the elements of \( A \) such that each node \( v \) of the tree contains a set of linked lists, each linked list corresponds to the leaves with the same bucket number stored in the subtree rooted at \( v \). Hence, generating the lists at each node consists of merging the lists of the same bucket number stored at the children nodes. The details are left to Exercise 9.28.

We thus see that the problem of rearranging the elements can be performed in \( O(\log n) \) time, using \( O(n \log n) \) operations, and the proof of Claim1 is complete.

Our next goal is to estimate the sizes of the buckets arising at successive partitioning steps of Algorithm 9.6.

Let \( e \) be an arbitrary element from our input. We let \( n_j \) be the length of the bucket containing \( e \) at the end of the \( j \)th partitioning step. Since we choose a random sample of \( \sqrt{n_j} \) elements from the \( (j + 1) \)st step, we expect \( n_j + 1 \) to be approximately \( \sqrt{n_j} \). We start by showing the following bound on the relative sizes of the \( j \)th and the \((j+1)\)st buckets containing \( e \).

**Claim2:** \( Pr[n_{j+1} \geq 8n_j^{3/4}] \leq 2e^{-4n_j^{1/4}} \).

**Proof of Claim2:** Consider the subsets \( B_1, B_2, \ldots \) of the bucket \( B_j \), where each \( B_i \) contains \( 4n_j^{3/4} \) elements of \( B_j \) such that each element \( x \) of \( B_j \) satisfies \( 4(i-1)n_j^{3/4} < rank(x) < 4in_j^{3/4} \). Then, \( Pr[n_{j+1} \geq 8n_j^{3/4}] \) is bounded by the probability that there exists an index \( i \) such that none of the sampled keys during the \((j+1)\)st partitioning step are in \( B_i \). For any fixed index \( i \), the probability that any particular sample key is not among the elements of \( B_i \) is precisely \( (n_j - 4n_j^{3/4})/n_j = 1 - (4n_j^{3/4})/n_j \). Since the keys are sampled independently, the probability that none of the sampled keys are in \( B_i \) is given by

\[
\left( 1 - \frac{4}{n_j^{1/4}} \right)^{\sqrt{n_j}} \leq e^{-4n_j^{1/4}}.
\]

using Eq. 9.7. Let \( e \) be in \( B_j \). We conclude that the probability that none of the sampled keys are in \( B_{j+1} \) or in \( B_{j+1} \) is at most \( 2e^{-4n_j^{1/4}} \), and therefore

\[
Pr[n_{j+1} \geq 8n_j^{3/4}] \leq 2e^{-4n_j^{1/4}}.
\]

This result concludes the proof of Claim2.

Given the element \( e \), the \((j+1)\)st partitioning step will be called successful if \( n_{j+1} < 8n_j^{3/4} \). Hence, Claim2 could be interpreted as stating that the probability of an unsuccessful \((j+1)\)st partitioning step is at most

\[
2e^{-4n_j^{1/4}}.
\]

However, given our assumption that \( n_j \geq 16(\log n)^4 \), the probability of an unsuccessful partitioning step is at most

\[
2e^{-4(\log n)^4} \leq n^{-7}.
\]

**Claim3:** Given an arbitrary input element \( e \), the probability that every partitioning step involving \( e \) is successful is at least \( 1 - O(n^{-8}) \).

**Proof of Claim3:** In Claim2, we established the fact that the probability of an unsuccessful partitioning step is at most \( n^{-7} \). Since the probability of the union of a set of events is bounded by the sum of their probabilities (Boole's inequality), we conclude that the probability there exists one or more unsuccessful partitioning steps is at most \( n^{-6} \). Therefore, Claim3 follows.

Using Claim3, we know that, with high probability, every partitioning step relative to an element \( e \) is successful. An argument similar to the one used in the proof of Claim3 shows that every element goes through only successful partitioning steps with high probability. Therefore, with high probability, the total running time is given by

\[
O(\sum \log n^{3/4}) = O(\sum (3/4) \log n) = O(n \log n).
\]

and, with high probability, the total number of operations is given by

\[
O(\sum n \log n^{3/4}) = O(n \log n).
\]

The proof of the theorem follows.

**PRAM Model:** Algorithm 9.6 requires the CREW PRAM model to run within the stated bounds. In particular, step 2 may require several processors to access the same entry of \( A \), and the process of identifying the bucket number of each element \( A \) requires simultaneous access to the sorted sample \( S \).

**Remark 9.2:** We can replace the integer sorting required to implement step 4 of Algorithm 9.6 by allocating a separate block of memory for each bucket followed by assigning a random location in the \( i \)th block for each element whose bucket number is \( i \). Unfortunately, such a scheme seems to require the CRCW PRAM model. Related details are left to Exercise 9.30.

**9.7 Maximum Matching**

A matching \( M \) in a graph \( G = (V, E) \) is a subset of edges such that no two edges from \( M \) are incident on the same vertex. Hence, a matching can be viewed as the process of pairing up vertices such that each pair is connected by an edge and no two pairs intersect. The **maximum-matching problem** is to determine a matching \( M \) of \( G \) such that \( G \) contains no other matching \( M' \), where \( |M'| > |M| \). Of particular interest is the case where \( G \) has a **perfect matching**—that is, a matching \( M \) such that every vertex of \( G \) is incident on an
edge of $M$. It follows that a perfect matching consists of $|V|/2$ edges and is always maximum.

**EXAMPLE 9.18:**

Consider the two graphs shown in Fig. 9.4. The graph illustrated in Fig. 9.4(a) has the indicated maximum matching; hence, it contains no perfect matchings. In contrast, the graph shown in Fig. 9.4(b) has a perfect matching, as indicated.

The computational complexity of the maximum-matching problem has received a considerable amount of attention due to the problem’s rich area of applications. In fact, many resource-allocation problems can be formulated as a maximum-matching problem on a graph $G$ that is bipartite. As a result, efficient sequential matching algorithms are well known, especially for the case when the graph is bipartite. A basic technique that allows the derivation of polynomial-time sequential algorithms is the augmenting-path technique, which will be introduced in Section 10.5 in the context of network flows.

In this section, we shall develop a simple randomized parallel algorithm to compute a maximum matching in an arbitrary graph. The algorithm relies on a generalization of an algebraic characterization of graphs containing a perfect matching, which, in particular, reduces the problem of testing whether a perfect matching exists to the problem of testing whether the determinant of a matrix is identically zero. The randomized parallel algorithms described in this section run in $O(\log^2 |V|)$ time, using a polynomial number of operations. Unfortunately, our algorithms use an excessive number of operations compared to those used by the best known sequential algorithms (see bibliographic notes). However, we should mention that there is no known deterministic parallel algorithm running in polylogarithmic time and using a polynomial number of operations solving the maximum-matching problem. In addition, the algebraic characterization related to graph matchings and the randomization techniques used by the algorithms described in this section are interesting in their own right.

We begin by providing an algebraic characterization in terms of matrix determinants for the existence of a perfect matching in a graph.

### 9.7.1 Perfect Matchings and Determinants

The two notions of graph matching and matrix determinant seem to be unrelated. Tutte discovered a relationship between the determinant of a matrix associated with a graph $G$ and the existence of a perfect matching in $G$. The key to this relationship is the following definition of the Tutte matrix associated with $G$.

Given a graph $G = (V, E)$, let $A$ be the $n \times n$ adjacency matrix of $G$, where $|V| = n$. Hence, the entry $A(i, j)$ is equal to 1 if and only if there exists an edge in $E$ connecting vertices $i$ and $j$. Let $\{x_{ij} \mid (i, j) \in E \text{ and } i < j\}$ be a set of indeterminates. The Tutte matrix $T$ is the $n \times n$ matrix derived from the adjacency matrix $A$ by substituting $x_{ij}$ for each entry $A(i, j) = 1$ such that $i < j$, and $-x_{ji}$ for each entry $A(i, j) = 1$ such that $i > j$. That is, each nonzero $(i, j)$-entry above the diagonal is replaced by $x_{ij}$, and each nonzero $(i, j)$-entry below the diagonal is replaced by $-x_{ji}$. Notice that, whereas the adjacency matrix $A$ is symmetric, the Tutte matrix $T$ is skew-symmetric.

**EXAMPLE 9.19:**

The Tutte matrices corresponding to the graphs shown in Fig. 9.4(a) and (b) are the following:

\[
T_1 = \begin{bmatrix}
0 & 0 & x_{13} & x_{14} & 0 & x_{16} \\
0 & 0 & 0 & x_{24} & 0 & 0 \\
-x_{13} & 0 & 0 & 0 & 0 & 0 \\
-x_{14} & -x_{24} & 0 & 0 & x_{45} & 0 \\
0 & 0 & 0 & -x_{45} & 0 & 0 \\
-x_{16} & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
T_2 = \begin{bmatrix}
0 & x_{12} & x_{13} & x_{14} & x_{15} & 0 \\
-x_{12} & 0 & 0 & x_{24} & x_{25} & x_{26} \\
-x_{13} & 0 & 0 & x_{34} & 0 & 0 \\
-x_{14} & -x_{24} & -x_{34} & 0 & 0 & x_{46} \\
-x_{15} & -x_{25} & 0 & 0 & 0 & 0 \\
0 & -x_{26} & 0 & -x_{46} & 0 & 0
\end{bmatrix}
\]
Before establishing a precise relationship between the Tutte matrix $T$ and the existence of a perfect matching in $G = (V, E)$, let us digress for a moment and examine the determinant of $T$ more closely.

**The Determinant of the Tutte Matrix.** Let $S_n$ denote the group of all permutations on $n$ elements. Then, the determinant of the matrix $T$ is a multivariate polynomial of degree $n$ that is defined by the following sum

$$\det(T) = \sum_{\pi \in S_n} \text{sgn}(\pi) t_{1_{\pi(1)}} t_{2_{\pi(2)}} \cdots t_{n_{\pi(n)}}$$

where $\text{sgn}(\pi) = \pm 1$, depending on whether the permutation $\pi$ is even or odd. A permutation is **even** (odd) if it can be factored as a product of an even (odd) number of transpositions, where a transposition is a cycle of length 2 (see the next paragraph). We shall denote the product $t_{1\pi(1)} t_{2\pi(2)} \cdots t_{n\pi(n)}$ by $\text{val}(\pi)$.

Given an index $i$ such that $1 \leq i \leq n$, the **orbit** of $i$ under the permutation $\pi$ consists of the elements $i, \pi(i), \pi(\pi(i)), \ldots$. Clearly, there exists a positive integer $l \leq n$ such that $\pi^l(i) = i$, and hence the orbit of $i$ is precisely the set of elements $i, \pi(i), \pi^2(i), \ldots, \pi^{l-1}(i)$. The cycle of $i$ is the ordered set $(i, \pi(i), \pi^2(i), \ldots, \pi^{l-1}(i))$. It is easy to see that any permutation can be expressed uniquely as a product of disjoint cycles.

Let $\pi$ be a permutation such that $\text{val}(\pi) \neq 0$. Hence, $t_{n\pi(n)} \neq 0$ for every $i$; that is, $(i, \pi(i)) \in E$ for every $i$, where $1 \leq i \leq n$. The subgraph determined by the edges $(i, \pi(i))$ is called the **trail** of $\pi$. The cycle of $i$ given by $(i, \pi(i), \pi^2(i), \ldots, \pi^{l-1}(i))$ of $\pi$ induces a cycle in the trail of $\pi$ of length $l$. Notice that, when $l = 2$, the cycle of the trail consists of a single edge traversed twice. Given that any permutation can be expressed uniquely as a product of disjoint cycles, the trail of a permutation $\pi$ consists of a set of disjoint cycles, each with the same length as the corresponding cycle in the permutation $\pi$.

**Example 9.20:**

The Tutte matrix of the graph shown in Fig. 9.5 is given by

$$T = \begin{bmatrix} 0 & 0 & x_{13} & x_{14} \\ 0 & 0 & x_{23} & x_{24} \\ -x_{13} & -x_{23} & 0 & x_{34} \\ -x_{14} & -x_{24} & -x_{34} & 0 \end{bmatrix}$$

The determinant of $T$ is given by

$$\det(T) = x_{13}^2 x_{24}^2 + x_{14}^2 x_{23}^2 - 2x_{13} x_{24} x_{14} x_{23}.$$ 

The term $x_{13}^2 x_{24}^2$ corresponds to the permutation $\pi(1) = 3, \pi(2) = 4, \pi(3) = 1$, and $\pi(4) = 2$, which can be expressed as the product $(3)(24)$. The trail of $\pi$ is thus the perfect matching $\{(1, 3), (2, 4)\}$.

**Figure 9.5**

The Tutte matrix $T$ of the graph shown is given by $\det(T) = x_{13}^2 x_{24}^2 + x_{14}^2 x_{23}^2 - 2x_{13} x_{24} x_{14} x_{23}$. The first two terms correspond to the two perfect matchings $M_1 = \{(1, 3), (2, 4)\}$ and $M_2 = \{(1, 4), (2, 3)\}$, and the last term corresponds to the cycle of length 4 given by $\{(1, 3), (3, 2), (2, 4), (4, 1)\}$.

On the other hand, the term $-x_{13} x_{24} x_{14} x_{23}$ (which occurs twice in the sum defining $\det(T)$) corresponds to the permutation $\sigma(1) = 3, \sigma(2) = 4, \sigma(3) = 1$, and $\sigma(4) = 2$, which consists of the single even cycle $1324$. The trail of $\sigma$ is the subgraph whose edges are $\{(1, 3), (3, 2), (2, 4), (4, 1)\}$, which is a cycle of length 4.

**Tutte's Theorem.** The following lemma will be used to establish **Tutte's theorem** relating the determinant of the Tutte matrix $T$ to the existence of a perfect matching in $G$.

**Lemma 9.8:** Let $G = (V, E)$ be a graph on $n$ vertices whose Tutte matrix is $T$. Then, $G$ has a perfect matching if and only if there exists a permutation $\pi$ such that $\text{val}(\pi) \neq 0$ and $\pi$ does not have an odd cycle.

**Proof:** Suppose $\pi$ is a permutation in $S_n$ such that $\text{val}(\pi) \neq 0$ and $\pi$ does not contain an odd cycle. The discussion preceding the lemma implies that the trail of $\pi$ consists of a number of disjoint cycles, each of which is of even length. Hence, we can form a perfect matching $M$ by including in $M$ every other edge of each cycle of length greater than 2 and the edge involved in each cycle of length 2.

We now show the converse. Suppose that $G$ has a perfect matching $M$. Define the **permutation** $\pi_M$ **corresponding to** $M$ as follows: $\pi_M(i) = j$ if and only if $(i, j) \in E$. Hence, $\pi_M$ consists of $n/2$ cycles, each of length 2. Moreover, $\text{val}(\pi_M) = (-1)^{n/2} \prod_{i=1}^{n/2} x_i^2 \neq 0$. Therefore, the lemma follows.

Tutte's theorem, which is the main result of this section, is established next.
Theorem 9.13 (Tutte): Let $G = (V, E)$ be a graph and let $T$ be its Tutte matrix. Then, $\det(T) \neq 0$ if and only if $G$ has a perfect matching.

Proof: Let $G$ have the perfect matching $M$, and let $\pi_M$ be the corresponding permutation, as defined in the proof of Lemma 9.8. Then, $\text{val}(\pi) = (-1)^{n/2} \prod_{(i,j) \in E} x_{ij}$. We set $x_{ij} = 1$ whenever $(i,j) \in M$, and $x_{ij} = 0$ otherwise.

Then, $\text{val}(\pi) = 0$ for any permutation $\pi \neq \pi_M$, and hence the value of the determinant is equal to $\text{sgn}(\pi_M) \text{val}(\pi_M) = 1$, which implies that $\det(T)$ is not identically zero.

Suppose now that $\det(T) \neq 0$. We show that $G$ must have a perfect matching.

Consider any permutation $\sigma \in S_n$ such that $\text{val}(\sigma) \neq 0$ and $\sigma$ contains an odd cycle. If we traverse the odd cycle in the reverse order and leave out all the other cycles intact, we obtain another permutation $\sigma'$ such that $\text{val}(\sigma') = -\text{val}(\sigma)$ and $\text{sgn}(\sigma') = -\text{sgn}(\sigma)$. For example, the odd cycle $c = (123)$ can be replaced by $c' = (321)$, and hence $\text{val}(c) = t_{12} t_{23} t_{31}$ and $\text{val}(c') = t_{32} t_{21} t_{13} = -\text{val}(c)$, because $T$ is skew-symmetric. It follows that the permutations that contain an odd cycle cancel out each other. Therefore, the fact that $\det(T)$ is not identically zero implies the existence of a permutation $\pi$ such that $\text{val}(\pi) \neq 0$ and $\pi$ contains no odd cycles. By Lemma 9.8, $G$ has a perfect matching. \qed

9.7.2 RANDOMIZED ALGORITHM FOR TESTING THE EXISTENCE OF A PERFECT MATCHING

Tutte’s theorem (Theorem 9.13) reduces the problem of testing whether a graph $G = (V, E)$ has a perfect matching to that of testing whether $\det(T)$ is identically zero, where $T$ is the Tutte matrix. We developed, in Section 9.5, a randomized scheme for testing polynomial identities. This scheme will be adapted to solve our current problem as follows.

Let $I$ be the set of integers $\{-n, -n + 1, \ldots, n\}$. For each variable $x_{ij}$, assign a value from $I$ uniformly and independently. We compute the determinant of the integer matrix obtained from the Tutte matrix by substituting the values of the indeterminates. If the value of the determinant is nonzero, we declare that $G$ has a perfect matching; otherwise, we declare that $G$ does not have a perfect matching. The probability of error is $\leq 1/2$, and hence we can make this error arbitrarily small by repeating the same process several times.

The complexity bounds of our randomized algorithm are dominated by those for computing the determinant of an integer matrix. We state without proof the following theorem, which will also be used later to determine a perfect matching, whenever one exists. The adjoint $\text{adj}(A)$ of an $n \times n$ matrix $A$ is an $n \times n$ matrix whose $(i,j)$th entry is equal to $(-1)^{i+j} \det(A_{ij})$, where $A_{ij}$ is the submatrix obtained from $A$ by deleting the $i$th row and the $j$th column.

Theorem 9.14: Given an $n \times n$ integer matrix $A$ such that each entry of $A$ is represented by a $k$-bit integer, then $\det(A)$ and $\text{adj}(A)$ can be computed by a randomized parallel algorithm in $O((\log^2 n) \cdot k)$ time, using a total of $O(nM(n)k)$ operations, where $M(n)$ is the number of arithmetic operations used by the best known sequential algorithm for multiplying two $n \times n$ matrices. \qed

Remark 9.3: The total number of operations referred to in Theorem 9.14 is estimated in the Boolean model, since the sizes of the integers encountered while computing the determinant of a matrix or its inverse can become quite large. We also have ignored logarithmic factors in this count, since they can be absorbed by the $M(n)$ bound. Currently, the best known bound of $M(n)$ is $M(n) = O(n^{2.376})$. \qed

In particular, we obtain the following corollary.

Corollary 9.5: Given a graph $G = (V, E)$, we can test whether $G$ has a perfect matching by using a randomized parallel algorithm running in $O((\log^2 n) \cdot k)$ time and using $O(n^{1.3})$ operations. \qed

9.7.3 DETERMINATION OF A MAXIMUM MATCHING

The randomized algorithm referred to in Corollary 9.5 does not find a perfect matching in $G$ if one exists. It merely indicates the existence or nonexistence of a perfect matching. We shall expand some of the facts established in Section 9.7.1 to derive a randomized algorithm for identifying the edges in a perfect matching. We shall later show how to use this algorithm to determine maximum matchings in general graphs.

In the remainder of this section, we assume that our input $G = (V, E)$ has a perfect matching. Our goal is to develop a randomized scheme for identifying such a matching. The main stumbling block seems to be that $G$ may have many perfect matchings, which makes it difficult to coordinate the concurrent processing of $G$ to converge toward a single perfect matching. We will avoid this difficulty by assigning random integer weights to the edges of $G$, which will guarantee the uniqueness of a minimum-weight perfect matching with probability at least $1/2$. This technique is introduced next in a slightly more general context.
The Isolating Lemma. A set system consists of a pair $(S, F)$, where $S$ is a finite set of elements, $S = \{e_1, e_2, \ldots, e_n\}$, and $F$ is a collection of subsets of $S$; that is, $F = \{S_1, S_2, \ldots, S_t\}$, where $S_j \subseteq S$ for $1 \leq j \leq t$.

We assign an integer weight $w_i$ to each element $e_i \in S$. The weight of a subset $S_j \in F$ is defined by $w_j = \sum_{e_i \in S_j} w_i$. Our goal is to assign the weights such that we make the minimum-weight subset in $F$ unique. A randomized scheme is described in the next lemma.

**Lemma 9.9:** Let $(S, F)$ be a set system such that each element of $S$ is assigned a random integer weight from the range $[1, 2, \ldots, 2n]$, where $n$ is the number of elements in $S$. Then, the probability that the minimum-weight subset in $F$ is unique is at least $1/2$.

**Proof:** We show that, with probability at least $1/2$, each element of $S$ is either (1) in every minimum-weight subset in $F$, or (2) in no such subset. The property that each element is either in every minimum-weight subset or in no such subset would imply that the minimum-weight subset is unique.

We partition the subsets in $F$ into two groups $G_1$ and $G_2$ such that $G_1$ consists of all the subsets $S_j \in F$ containing $e_i$, and $G_2$ consists of the remaining subsets in $F$. Suppose that certain weights have been assigned to all the elements of $S$ except $e_i$. Let $\delta_1$ and $\delta_2$ be the minimum weights of the subsets in $G_1$ and $G_2$, respectively, where the weight of a subset in $G_1$ is the sum of its elements’ weight with the exception of $e_i$. If $\delta_1 \geq \delta_2$, then the element $e_i$ will not be in any minimum-weight subset, regardless of the weight assigned to $e_i$.

Consider the more interesting case where $\delta_1 < \delta_2$. Then, $e_i$ belongs to a minimum-weight subset if and only if $w_i + \delta_1 \leq \delta_2$; that is, $w_i \leq \delta_2 - \delta_1$. In fact, $e_i$ belongs to every minimum-weight subset whenever $w_i < \delta_2 - \delta_1$, and $e_i$ does not belong to any minimum-weight subset whenever $w_i > \delta_2 - \delta_1$. The only problem occurs when $w_i = \delta_2 - \delta_1$, since there exists a minimum-weight subset that contains $e_i$ and another that does not contain $e_i$.

We call $e_i$ ambigious in the latter case.

Since $w_i$ is chosen uniformly and independently from the range $[1, 2, \ldots, 2n]$, the value of $w_i$ is independent of $\delta_2 - \delta_1$. Thus, as long as $w_i$ misses this particular value, $e_i$ will be unambiguous, which implies that

$$Pr(e_i \text{ is ambiguous}) \leq \frac{1}{2n}.$$ 

It follows that the probability that there exist one or more ambiguous elements in $S$ is at most $n \times (1/2n) = 1/2$. Hence, with probability at least $1/2$, each element is either in every minimum-weight subset in $F$ or in no such subset; hence, the minimum weight subset is unique.

---

**Determination of a Perfect Matching.** Let $G = (V, E)$ be a graph that contains a perfect matching. The pair $(E, M)$, where $M$ is the set of all perfect matchings in $G$, forms a set system. We assign random integer weights to the edges of $G$, chosen uniformly and independently from the range $[1, 2, \ldots, 2m]$, where $m = |E|$. By the isolating lemma (Lemma 9.9), there exists a unique minimum-weight perfect matching in $G$. We shall develop a parallel algorithm to identify this particular perfect matching.

We start by providing a simple method for computing the weight of the unique minimum-weight perfect matching. Let $T$ be the Tutte matrix associated with the graph $G$. We substitute the integer $2^w$ for the indeterminate $x_w$, where $w_{ij}$ is the weight assigned to the edge $(i, j) \in E$. We denote the resulting matrix by $\mathcal{F}$.

**Lemma 9.10:** Let $G = (V, E)$ be a weighted graph such that $G$ has a unique minimum-weight perfect matching—say, of weight $W$. Then, $\det(\mathcal{F}) \neq 0$, and the highest power of 2 that divides $\det(\mathcal{F})$ is $2^W$, where $\mathcal{F}$ is the matrix we obtain from the Tutte matrix by substituting $2^w$ for the indeterminate $x_w$, and where $w_{ij}$ is the weight of edge $(i, j)$.

**Proof:** Let $S_n$ be the set of permutations on $n$ elements such that no permutation of $S_n$ contains an odd cycle. As we remarked in the proof of Lemma 9.8, the permutations containing odd cycles do not contribute to the value of $\det(T)$, where $T$ is the Tutte matrix of the graph $G$.

Let $M$ be the unique minimum-weight perfect matching, and let $\pi_M$ be the corresponding permutation. Using the values of the entries of $\mathcal{F}$, we obtain that $\text{val}(\pi_M) = (-1)^{n/2}2^W$. Consider now any other permutation $\sigma \in S_n$. If each cycle of $\sigma$ is of length 2, then $\text{val}(\sigma) = (-1)^{n/2}2^{\text{w}(M)}$, where $\text{w}(M)$ is the perfect matching associated with $\sigma$, and where $w(M)$ is its weight. Since $M$ is the unique minimum-weight perfect matching, we obtain that $w(M) > W$; hence, $\text{val}(\sigma)$ is divisible by $2^W$.

Suppose that $\sigma$ has cycles of even length greater than 2. Then, we can deduce two perfect matchings $M_1$ and $M_2$ from $\sigma$ by choosing complementary sets of edges from each cycle of length greater than 2. Hence, $\text{val}(\sigma) = 2^{\text{w}(M_1)} + 2^{\text{w}(M_2)}$, where each of $\text{w}(M_1)$ and $\text{w}(M_2)$ is larger than $W$. It follows that $\text{val}(\sigma)$ is divisible by $2^W$ as well.

It follows that each term of the sum defining $\det(\mathcal{F})$ is divisible by $2^W$, and that there is one term—namely, $\text{val}(\pi_M)$—that is precisely equal to $2^W$. Therefore, $2^W$ is the highest power of 2 that divides $\det(\mathcal{F})$. □

Lemma 9.10 enables us to determine the weight of the minimum-weight perfect matching once the determinant of the integer matrix $\mathcal{F}$ has been...
computed. We now characterize all the edges that belong to the unique minimum-weight perfect matching.

In what follows, we use the notation \( \mathcal{F}_j \) to indicate the submatrix of \( \mathcal{F} \) that we obtain by removing the \( i \)th row and the \( j \)th column from \( \mathcal{F} \).

**Theorem 9.15:** Let \( G = (V, E) \) be a weighted graph that has a unique minimum-weight perfect matching of weight \( W \). Then, the edge \((i, j)\) belongs to \( M \) if and only if \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) \equiv 2^{\text{val}(i)} \mod 2^{2W} \) is odd.

**Proof:** Consider the set of all permutations \( \pi \in S_n \) such that \( \pi(i) = j \). Then, the sum \( \sum_{\pi \in S_n} \text{sgn}(\pi) \text{val}(\pi) \) generates precisely the terms defining \( \text{det}(\mathcal{F}_j) \) such that each such term is multiplied by \( \mathcal{F}(i, j) = 2^{\text{val}(i)} \). Therefore, the following equation holds:

\[
2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) = \sum_{\pi \in S_n} \text{sgn}(\pi) \text{val}(\pi). 
\]  

(9.8)

Consider any permutation \( \pi \) containing an odd cycle such that \( \pi(i) = j \). Since \( n \) is even, \( \pi \) must contain at least two odd cycles. By reversing the order of an odd cycle, we can derive another permutation \( \pi' \) such that \( \pi'(i) = j \), \( \text{val}(\pi') = -\text{val}(\pi) \), and \( \text{sgn}(\pi') = \text{sgn}(\pi) \) (as in the proof of Theorem 9.13). Hence, the permutations containing odd cycles cancel each other out in Eq. 9.8. Therefore, we can assume that our sum consists of permutations containing only even cycles.

Suppose that edge \((i, j)\) belongs to the minimum-weight perfect matching \( M \). Then, the corresponding permutation \( \pi_M \) satisfies \( \pi_M(i) = j \), and hence it is included in the sum of Eq. 9.8. The value of any other term that corresponds to a permutation containing no odd cycles is \( 2^{2W} \), where \( \alpha > 2W \). Therefore, \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) = 2^{2W} + 2^{2W} + \ldots + 2^{2W} \), for some \( t \), where \( \alpha_i > 2W \) for each \( 1 \leq i \leq t \). It follows that \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) \equiv 2^{2W} \mod 2^{2W} \) is odd.

Conversely, suppose that \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) \equiv 2^{2W} \mod 2^{2W} \), and yet \((i, j)\) is not in the minimum-weight perfect matching. For any \( \pi \in S_n \) such that \( \pi(i) = j \) and \( \pi \) does not contain an odd cycle, \( \text{val}(\pi) = 2^{2W} \) for some perfect matchings \( M_1, M_2, \) and \( M_3 \) (as in the proof of Lemma 9.10). Therefore, the sum defining Eq. 9.8 can be expressed as \( \sum_{\pi} 2^{\text{sgn}(i)} \), where \( \alpha \) is odd. This fact implies that \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) \equiv 2^{2W} \mod 2^{2W} \), which contradicts our hypothesis. Therefore, \((i, j)\) must be in the minimum-weight perfect matching.

We are ready to describe our randomized algorithm for determining a perfect matching.

**ALGORITHM 9.7**

(Perfect Matching)

**Input:** A graph \( G = (V, E) \), such that \( G \) has a perfect matching.

**Output:** A set \( M \) of edges such that \( M \) is a perfect matching with probability \( \geq 1/2 \).

**begin**

1. Assign random integer weights \( w_{ij} \) to the edges \((i, j) \in E\), such that each weight is chosen uniformly and independently from \([1, 2, \ldots, 2m]\) and \( m = |E| \).
2. Let \( \mathcal{F} \) be the matrix derived from the Tutte matrix of \( G \) by substituting \( 2^{w_{ij}} \) for each indeterminate \( x_{ij} \).
3. Compute \( \text{det}(\mathcal{F}) \), and deduce the value \( W \) of the weight of the minimum-weight perfect matching.
4. Compute the adjoint matrix \( \text{adj}(\mathcal{F}) \), where the absolute value of its \((i, j)\)th entry is the determinant of \( \mathcal{F} \).
5. For each \((i, j) \in E \) pardo
   
   if \( 2^{\text{sgn}(i)} \text{det}(\mathcal{F}_j) \equiv 2^{2W} \mod 2^{2W} \) is odd then include \((i, j)\) in \( M \).

**end**

The main computational steps of Algorithm 9.7 are those involving the computations of \( \text{det}(\mathcal{F}) \) and \( \text{adj}(\mathcal{F}) \). Theorem 9.14 provides the complexity bounds for such computations. Therefore, we have the following theorem.

**Theorem 9.16:** Algorithm 9.7 determines a set \( M \) of edges such that the probability that \( M \) is a perfect matching of the input graph \( G = (V, E) \) is at least \( 1/2 \). This algorithm can be implemented to run in \( O(\log^2 n) \) time, using \( O(n^3 \log m) \) operations, where \( |V| = n \) and \( |E| = m \).

**Maximum Matching.** Up to this point, we have focused on determining a perfect matching whenever our input graph has one. We now show how to reduce the problem of determining a maximum matching in an arbitrary graph \( G = (V, E) \) to the problem of determining a perfect matching in another graph derived from \( G \).

Let \( \alpha \) be the size of the maximum matching \( M \) of \( G \). Then, \( G \) has \( 2\alpha \) vertices that are matched in \( M \), and \( n - 2\alpha \) vertices that are unmatched. We add \( n - 2\alpha \) new vertices such that each new vertex is connected to each \( v \in V \). Let us denote the new graph by \( G' = (V', E') \). Clearly, \( G' \) has a perfect matching containing \( M \). Moreover, every perfect matching of \( G' \) contains a matching of \( G \) of size \( \alpha \). Hence, if we know \( \alpha \), we can use Algorithm 9.7 to compute a maximum matching in \( G \).

In general, we do not know the size of the maximum matching. We use the following scheme. Let \( k \) be any integer such that \( 1 \leq k \leq n - 2\alpha \) and \( k + \alpha \) is even. Then, we add \( k \) new vertices to \( G \), and connect each of the new vertices to all the vertices in the original graph \( G \). We denote the resulting graph by \( G_k \). It is easy to check that the resulting graph \( G_k \) has a perfect matching if and only if \( k \geq n - 2\alpha \), where \( \alpha \) is the size of a maximum matching.
in \( G \). Therefore, we can solve the problem of determining the maximum matching of \( G \) by performing a binary search on the minimum value of \( k \) for which the graph \( G_k \) has a perfect matching. We then compute a perfect matching to deduce a maximum matching in \( G \).

**Corollary 9.6:** A maximum matching of a graph \( G \) with \( n \) vertices and \( m \) edges can be determined by a randomized parallel algorithm in \( O(\log^2 n) \) time, using a total of \( O(n^{3.5}m) \) operations. \( \square \)

Another scheme for reducing the maximum-matching problem to the problem of computing a perfect matching is left to Exercise 9.36. We note here only that this scheme leads to an \( O(\log^2 n) \) time parallel randomized algorithm for computing the maximum matching, compared to the \( O(\log^3 n) \) time bound obtained by the algorithm described here.

### 9.8 Summary

We have seen a sample of simple parallel algorithms that use randomization. We have touched on several general techniques that can be classified as symmetry breaking, algebraic substitution, random sampling, and forcing uniqueness. These algorithms offer attractive alternatives to the corresponding deterministic algorithms. Many additional results are contained in the references given at the end of this chapter.

Table 9.1 gives a summary of the complexity bounds of the algorithms developed in this chapter.

### Exercises

9.1. Let \( S \) be a sample space with a probability measure. Use the axioms of a probability measure to show the following:

- a. Given any two events \( A \subseteq B \), then \( Pr(A) \leq Pr(B) \).
- b. Given any two events \( A \) and \( B \), then \( Pr(A \cup B) = Pr(A) + Pr(B) - Pr(A \cap B) \).
- c. Given any collection of pairwise disjoint events \( \{A_i\}_{i=1}^k \), then \( Pr(\cup_i A_i) = \sum_i Pr(A_i) \).
- d. Given an arbitrary collection of events \( \{A_i\} \), then \( Pr(\cup_i A_i) \leq \sum_i Pr(A_i) \). This relation is called **Boole's inequality**.

9.2. Let \( S \) be a sample space that is partitioned into disjoint sets \( \{A_i\} \), and let \( B \) be any event such that \( Pr(B) > 0 \).

- a. Show that \( Pr(B) = \sum_i Pr(A_i | B) Pr(B | A_i) \).
- b. Show that

\[
Pr(A_i | B) = \frac{Pr(A_i \cap B)}{\sum_i Pr(A_i \cap B)}.
\]

This equation is a formulation of **Bayes' theorem**.

9.3. Consider the experiment of randomly distributing \( m \) balls into \( n \) bins. Let \( E_i \) be the event that bin \( i \) remains empty. Clearly, \( Pr(E_i) = (1 - \frac{1}{n})^m \). Can we deduce that the probability of at least one of the bins remains empty is equal to \( \sum_{i=1}^n Pr(E_i) = \sum_{i=1}^n (1 - \frac{1}{n})^m \)? Justify your answer.

9.4. Let \( X \) be a random variable assuming only nonnegative values. Show the following **Markov inequality**:

\[
Pr(X \geq k \mu_X) \leq \frac{1}{k^2}.
\]
9.19. Consider the two-dimensional pattern-matching problem, where the pattern is not necessarily rectangular (but the text is assumed to be a square of size $n \times n$). Develop parallel randomized algorithms to handle these cases: (a) the pattern $P$ is diamond-shaped, and (b) the pattern $P$ is L-shaped. What are the corresponding complexity bounds? What is the error probability in each case?

9.20. Develop a deterministic parallel algorithm to determine whether the set $\{A_i\}_{i=1}^m$ is linearly dependent, where $A$ is an $n \times n$ matrix. Compare with the randomized algorithm suggested in Example 9.15.

9.21. Let $p(x), q(x)$, and $r(x)$ be three polynomials such that $\deg(p) = \deg(q) = n$ and $\deg(r) = 2n$. Develop a randomized algorithm to test whether $p(x)q(x) = r(x)$. Your algorithm should run in $O(\log n)$ time, using a total of $O(n)$ operations.

9.22. Let $A$ be an $n \times n$ matrix, and let $\phi_A(\lambda)$ be its characteristic polynomial (Section 8.8). The minimum polynomial of $A$ is the minimum-degree monic polynomial $p(\lambda)$ such that $p(A) = 0$. The discriminant of $A$ is the determinant of the resultant matrix corresponding to $\phi_A(\lambda)$ and $\phi_A(\lambda)$ (see Section 8.9 for the definition of the resultant matrix).

a. Show that, if the discriminant of $A$ is nonzero, then $\phi_A(\lambda) = p_A(\lambda)$.

b. Assume that all principal minors of $A$ are nonsingular. Develop a randomized algorithm to determine a diagonal matrix $D$ such that $\phi_D(\lambda) = p_A(\lambda)$. Your algorithm should run in $O(\log^2 n)$ time.

9.23. Let $\{a_i\}_{i=1}^n$ be an infinite sequence of elements from a field $F$. We say that this sequence is finitely generated if there exist $c_0, c_1, \ldots, c_n$ in $F$, not all of them zeros, such that

\[ c_0a_1 + c_1a_2 + \ldots + c_n a_{n+m} = 0 \]

for all $j \geq 0$. The polynomial $c_0 + c_1x + \ldots + c_nx^n$ is called a generating polynomial for $\{a_i\}$. The smallest-degree monic generating polynomial is called the minimum polynomial of $\{a_i\}$.

Suppose that $\{a_i\}$ is linearly generated, and let $m$ be the degree of its minimum polynomial. For each $s \geq 0$, let $T_s$ be the Toeplitz matrix generated by the vector $(a_0, a_1, \ldots, a_{s-1})$ (see Section 8.5).

a. Show that $\det(T_m) \neq 0$ and that $\det(T_s) = 0$ for $s > m$.

b. Deduce an efficient parallel algorithm to determine the minimum generating polynomial of the sequence $\{a_i\}$. Hint: Use the algorithm referred to in Corollary 8.6.

9.24. Let $A$ be an $n \times n$ matrix over a field $F$, and let $p_A$ be its minimum polynomial. Given a finite subset $S$ of $F$, choose two random vectors $u$ and $v$, and consider the sequence $\{u^T A^j v\}$. Clearly, this sequence is linearly generated (see Exercise 9.23).
a. Show that the probability that the minimum generating polynomial of
the sequence \( \alpha \cdot A \) is equal to the minimum polynomial of \( A \) is
at least \( 1 - \frac{2 \deg(p_A)}{|S|} \).

b. Deduce an efficient randomized parallel algorithm to compute the
minimum polynomial of \( A \).

c. Deduce an efficient randomized parallel algorithm to determine
whether \( \det(A) = 0 \).

9.25. Let \( A \) be a set of \( n \) distinct elements drawn from a linearly ordered set.
We construct a random binary search tree \( T \) as follows. We select a
random element \( X \) of \( A \) and make it the root. Remove \( X \) from \( A \). Next,
we select a random element from the remaining elements, and insert it
in the left or right subtree of the root, depending on whether the
element is smaller or larger than the root. We continue in this fashion
until all the elements of \( A \) are exhausted.

Show that, with high probability, the depth of the tree is \( O(\log n) \).

9.26. Let the random-write CRCW PRAM be a CRCW PRAM such that,
whenever several processors attempt to write into a single location,
a randomly chosen processor will succeed. Develop a parallel version
of the randomized quicksort algorithm (Algorithm 9.5) using binary
search trees as follows. The first splitter constitutes the root, the smaller
elements are inserted in the left subtree, and the larger elements are
inserted in the right subtree. Show how to implement this strategy on
a random-write CRCW PRAM such that, with high probability, the
algorithm runs in \( O(\log n) \), using \( O(n \log n) \) operations.

9.27. You are given an array \( A \) of length \( n \) containing \( k \) marked elements.
Using the arbitrary CRCW PRAM, show how to select all of the
marked elements in \( O(1) \) time, with high probability. Each of the
marked elements should be equally likely to be selected, and the number
of processors used should be \( n \). Assume that \( k \) is known.

9.28. Develop a simple algorithm to sort \( n \) integers in the range \([1, 2, \ldots, n]\)
in \( O(\log n) \) time, using \( O(n \log n) \) operations. Your algorithm must run
on the EREW PRAM. What is the space needed by your algorithm?

9.29. Develop an \( O(\log n) \) time randomized algorithm to generate a random
permutation of \((1, 2, \ldots, n)\) using a linear number of operations. You can
use a CRCW PRAM.

9.30. Let \( A \) be an array of size \( n \) such that each element is marked with a
bucket number in the range \([1, 2, \ldots, m]\), where \( m \) divides \( n \). The
number of elements belonging to each bucket is exactly \( n/m \). Develop a
randomized parallel algorithm to rearrange the elements of \( A \) such that
the elements in the first bucket appear first, followed by the elements of
the second bucket, and so on. Your algorithm should run in \( O(\log n) \)
time, using a linear number of operations, with high probability. Use the
arbitrary CRCW PRAM with the following scheme. Assign a block \( B \),
of size \( 2n/m \) to the elements in the \( i \)th bucket. Assign a random location in
\( B \) to each element labeled \( i \).

9.31. Consider the problem of computing the maximum of a set \( X \) of \( n \)
elements on a priority CRCW PRAM using the following basic scheme:
\( 1 \) draw a sample \( S \) from \( X \) such that each element is included in \( S \) with
probability \( 1/(2n^3) \); \( 2 \) use a random allocation scheme to store the
elements in an array \( A \) of length \( \sqrt{n} \); \( 3 \) compute the maximum \( m \) in \( A \);
and \( 4 \) retain all the elements of \( X \) larger than \( m \).

a. Show that the number of retained elements is no more than \( n^{3/4} \)
\( \log n \), with high probability.

b. Show how to implement the basic scheme in \( O(1) \) time, with high
probability.

c. Derive a randomized algorithm that computes the maximum in
constant time, with high probability.

9.32. Assume that in the sample sort algorithm (Algorithm 9.6), step 2 selects
each element to be in the sample with probability \( 1/\sqrt{n} \), independently
of the selection of any other element. Show that the resulting algorithm will
run in \( O(\log n) \) time, using \( O(n \log n) \) operations, with high probability.

9.33. Another method (see also Exercise 9.32) of choosing the sample at step
2 of the sample sort algorithm (Algorithm 9.6) is to partition the input
into \( \sqrt{n} \) subarrays, and to select a random element from each sub-
array. Show that the resulting algorithm will run in \( O(\log n) \) time, using
\( O(n \log n) \) operations, with high probability.

9.34. An approximate median of a set \( A \) of \( n \) elements is an element whose
rank is \( \alpha \cdot n \), for some constant \( \alpha < 1 \). Develop an \( O(\log n) \) time
randomized algorithm to compute an approximate median for \( A \) using a linear number of operations. \textit{Hint:} Take a sample \( S \) of \( \sqrt{n} \),
and find the median of \( S \).

9.35. Let \( X \) be a set of \( n \) elements drawn from a linearly ordered set. Pick \( s \)
elements of \( X \) uniformly and independently—say, \( y_1 < y_2 < \cdots < y_s \).
Let \( \text{rank}(y_i; X) = r_i \). Show that, for every \( \alpha > 0 \), we have
\[
Pr\{|r_i - \frac{n}{s+1}| > c \alpha \sqrt{n \log n}\} < n^{-\alpha},
\]
for some constant \( c > 0 \).

9.36. Develop a randomized algorithm to compute the maximum matching of
a graph with \( n \) vertices and \( m \) edges, such that the running time is
\( O(\log^2 n) \). \textit{Hint:} Extend \( G \) to a complete graph. For each edge \( e \), select
a weight \( w(e) \) uniformly and independently from the range \([1, 2, \ldots, n^2]\).
Add \( n^2 \) to the weight of each new edge. Show that the resulting graph
has a unique minimum-weight perfect matching with probability at
least \( 1/2 \).
Randomized algorithms were formally introduced and popularized by Rabin [37]. Independently, Solovay and Strassen [49] published a randomized algorithm for primality testing. The underlying techniques had been used in Monte Carlo simulations for many years before. In addition, computational complexity had been injected earlier by probabilistic notions [16, 19, 36]. Since then, many randomized algorithms have appeared. Raghavan's lecture notes [39] provide an excellent reference on sequential randomized algorithms. Some of the early work on randomized parallel algorithms was reported in [3, 33, 43, 55]. Concerning background material, the books [7, 14] are good references on probability theory. The bounds on the tail of a binomial distribution given in Eqs. 9.2 and 9.3 follow from the general techniques of Chernoff [4]. For the derivation of these bounds, see [1, 21, 39].

The subdivision-hierarchy approach to solve the point-location problem was presented by Kirkpatrick [27]. The randomized parallel algorithm was discovered independently by Davoodi and Kirkpatrick [11] and by Reif and Sen [44]. Optimal deterministic parallel algorithms appeared in [10, 50]. In general, the randomized sampling technique is a powerful tool for solving computational geometry problems (see, for example [8, 9, 42, 48]). Karp and Rabin introduced the randomized string-matching algorithms based on the fingerprint functions [25]. The proofs of Lemmas 9.4 and 9.5 can be obtained from results appearing in [46]. The technique for verifying polynomial identities was discussed by Schwartz [47]; the specific result concerning the verification of matrix products had been obtained earlier by Frievalds [17].

The quicksort strategy was developed by Hoare [22]. Reischuk [45] generalized this strategy to obtain an optimal O(log n) time randomized sorting algorithm, similar to the one presented in the text. Our proof of Theorem 9.11 is taken directly from [39]. A considerable amount of work has been done on randomized parallel sorting algorithms; for example, see [2, 5, 6, 20, 30, 41].

Edmonds [13] developed the fundamental techniques to solve efficiently the maximum matching problem sequentially. The current best known bound on the sequential complexity of the maximum-matching problem is O(Vnm) as reported by Micali and Vazirani in [32]. The work by Tutte concerning the relationship between the perfect matching and the determinant of the Tutte matrix appeared in [51]. Lovasz [29] noted that Tutte’s theorem can be used to reduce the problem of testing whether a graph has a perfect matching to that of testing whether the determinant of an integer matrix is nonzero. The first randomized parallel algorithm for solving the maximum-matching problem was given by Karp, Upfal, and Widgerson [26]. The efficiency of this algorithm was later improved in [18]. Our presentation of the randomized parallel algorithm for solving the perfect-matching problem (including the isolating lemma) follows [34]. Our reduction of the maximum-matching problem to the perfect-matching problem is taken from [38]. The randomized parallel algorithms for solving the maximum-matching problem can be made into Las Vegas algorithms, as shown in [24]. More detailed coverage on the parallel complexity of the matching problem appears in [54]. The proof of Theorem 9.14 can be found in [35].

An important application of randomized algorithms has been in the area of packet routing. Early work suggesting this approach was reported by Valiant and Valiant and Brebner in [52, 53].

A solution to Exercise 9.17 can be found in [25]. Frievalds [17] considers the problem stated in Exercise 9.21. Solutions to Exercises 9.23 and 9.24, as well as efficient randomized parallel algorithms for computing the determinant and for solving linear systems of equations, can be found in [23]. Random binary search trees (Exercise 9.25) have been studied in [12]. A detailed implementation of the algorithm sketched in Exercise 9.26 appeared in [6]. A solution to Exercise 9.28 can be found in [28]. A more general version of the problem discussed in Exercise 9.30 was addressed in [41]. A randomized scheme to handle the general selection problem (Exercise 9.31) was initially proposed by Floyd and Rivest [15]. Randomized parallel algorithms for selection appeared in [31, 45, 47]. The bound stated in Exercise 9.35 was established in [40]. The hint given for Exercise 9.36 is taken from [34].
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In the previous chapters, we emphasized techniques and methods for designing efficient parallel algorithms. Almost all problems considered turned out to be highly parallelizable at an optimal or close to optimal cost. This chapter deals with the limitations of the PRAMs and with the ability of PRAMs to achieve dramatic speedups for all problems in the class \( P \), the class of problems solvable by polynomial-time sequential algorithms. There are three main implications of the results to be presented. First, we shall see that there is no significant difference in the relative powers of the different PRAM models used in this book. Second, there is an inherent limitation on the possible speed achievable for computing certain simple functions, even with a relatively large number of processors. Third, many important problems that can be solved with low-degree polynomial-time sequential algorithms are unlikely to be solvable extremely quickly on a CRCW PRAM with a polynomial number of processors.

We shall start, in Section 10.1, by presenting simulation results between the different PRAM models, followed by some lower-bound techniques for the CREW PRAM (Section 10.2) and for the EREW PRAM (Section 10.3). As a result, we show that the Boolean OR of \( n \) variables requires \( \Omega(\log n) \) time on the CREW PRAM, regardless of the number of processors available (Section 10.2). In addition, we show that the problem of searching a sorted
list of $n$ items requires $\Omega(\log n - \log p)$ time on a $p$-processor EREW PRAM, whereas it can be solved in $O\left(\frac{\log n}{\log p}\right)$ time on the CREW PRAM (Section 10.3). Concerning lower bounds for the CRCW PRAMs, we take an indirect approach by first relating them to unbounded fan-in circuits (Section 10.4.1); we then use lower bounds developed for these circuits to deduce lower bounds for the CRCW PRAMs (Section 10.4.2). We finally discuss, in Section 10.5, elements of NC-theory as it relates to parallel computation, and we present a collection of important problems that we are unlikely to solve quickly with a polynomial number of processors.

### 10.1 Simulations Between PRAM Models

Different PRAM models have been used in the algorithms described in the previous chapters. Since our main goal has been to provide the simplest possible description of an algorithm, we have freely used any of the strong CRCW PRAM models whenever necessary. In this section, we explore the relationships among the different PRAM models. As a result, we shall see that a $p$-processor priority PRAM, our strongest PRAM model, can be simulated by a $p$-processor EREW PRAM, our weakest PRAM model, with a slowdown of $O(\log p)$ factor. Such a simulation cannot be improved, in general; in Sections 10.2 and 10.3, we shall provide examples for which such a gap must hold. The situation is more complicated when we investigate the relative powers of the different CRCW PRAMs. We shall shed light on these relationships later in this section.

#### 10.1.1 Simulation of the Priority CRCW PRAM on the EREW PRAM

Recall that the pipelined merge-sort algorithm (Algorithm 4.4) sorts $n$ numbers in $O(\log n)$ time, using $n$ processors. This algorithm can be adapted to run on the EREW PRAM. The pipelined merge-sort algorithm will form the basis of our first simulation result, given by the next theorem.

**Theorem 10.1**: A concurrent read or write instruction of a $p$-processor priority CRCW PRAM can be implemented on a $p$-processor EREW PRAM to run in $O(\log p)$ time.

**Proof**: We start by considering a concurrent-read instruction and its implementation on the EREW PRAM.

Let $Q_1, Q_2, \ldots, Q_p$ denote the processors of the priority CRCW such that processor $Q_i$ has to read the content of location $M_i$. We designate by $P_1, P_2, \ldots, P_p$ the $p$ processors of the simulating EREW PRAM. Then, processor $P_i$ will try to simulate processor $Q_i$, where $1 \leq i \leq p$. A set of locations $M_1, M_2, \ldots, M_p$ of the global memory of the EREW PRAM is reserved for special use.

On the EREW PRAM, $P_i$ sets up the pair $(j_i, i)$ and stores the pair in the special location $M_i$. This step is a legal one on the EREW PRAM; it takes $O(1)$ time. Using the pipelined merge-sort algorithm, we sort the pairs $(j_i, i)$, where $1 \leq i \leq p$, in lexicographically non-decreasing order. This process takes $O(\log p)$ time. The pairs $(j_i, i)$ can now be organized as a number of blocks such that the pairs in each block have the same first component (which is the address of a global memory location). A representative of each block whose second component is minimum can be chosen in $O(1)$ time, since a comparison of the pair with the previous pair (whenever it exists) suffices to determine such a representative. Processors $P_i$'s can then execute a concurrent read involving the locations indicated by the representative pairs on the EREW PRAM in $O(1)$ time. A segmented prefix-sums algorithm (see Exercise 2.5) can then be used to distribute each piece of data to its appropriate block in $O(\log p)$ time. Finally, each piece of data is stored in the special location indicated by its second component, which can then be accessed by the appropriate processor.

The handling of a concurrent write can be done in a similar fashion, except that we use triplets including the address, processor index, and the data to be written.

**Corollary 10.1**: Given an algorithm that can be implemented to run in time $T$ on a $p$-processor priority CRCW PRAM, this algorithm can be implemented on a $p$-processor EREW PRAM to run in $O(T \log p)$ time.

Since any EREW algorithm will run unchanged on the CREW PRAM, the simulation also implies that the CREW PRAM can simulate the priority CRCW within the same bounds. We also have that the EREW PRAM can simulate the CREW PRAM within these bounds. These two simulation results cannot be improved in general.

Consider, for example, the problem of computing the Boolean OR function of $n$ variables on an $n$-processor PRAM. As we have seen, this computation can be done in $O(1)$ time on the common CRCW PRAM, and hence obviously can be done in that time on the priority CRCW PRAM. However, we shall prove, in Section 10.2, that $\Omega(\log n)$ time is required on the CREW PRAM regardless of the number of processors. Later, in Section 10.3,
we shall present a version of a search problem that can be solved in \(O(1)\) time on the CREW PRAM, but that requires \(\Omega(\log n)\) time on the EREW PRAM.

### 10.1.2 Simulation of the Priority CRCW PRAM on the Common CRCW PRAM

The relationship among the variants of the CRCW PRAM is more subtle. It is clear that any algorithm designed for the common CRCW will run correctly on the arbitrary CRCW, and any algorithm designed for the arbitrary CRCW will run correctly on the priority CRCW. This fact suggests that the priority CRCW is more powerful than the arbitrary CRCW, which in turn seems to be more powerful than the common CRCW. If, however, we do not place any restrictions on the number of processors or the amount of shared memory available, then the three models are equivalent. More precisely, we shall show that a concurrent-write step of a \(p\)-processor priority CRCW can be simulated by \(O(1)\) steps on a \(O(p \log p)\)-processor common CRCW, assuming no bound is placed on the shared memory. Before presenting the proof, we shed some light on the nature of the task involved.

Consider a concurrent-write step by a \(p\)-processor priority CRCW PRAM. Let \(M_1, M_2, \ldots, M_k\) be the global memory locations referred to in such a step. Then, for each \(M_i\), the lowest-indexed processor wishing to write into \(M_i\) succeeds. A natural way to simulate such a step on another machine is to resolve the conflicts arising at each memory location separately, using a special reserved block of the shared memory. Each such problem can be rephrased as follows.

**Leftmost Prisoner.** Given a set of \(p\) processors, each having the value “live” or “dead” in its local memory, assign either a label \(l_i = 1\) or \(l_i = 0\) to each live processor \(P_i\) such that \(l_i = 1\) if and only if \(P_i\) is the lowest-indexed (or leftmost) live processor. No processor with the value dead can participate in this computation. The size of the problem is defined to be \(p\).

The leftmost prisoner problem seems to capture the essence of simulating a concurrent-write step of the priority CRCW. Note that this problem can be solved in \(O(1)\) time on the common CRCW if we allow all the \(p\) processors to participate in the computation (see Exercise 2.13). Given our intention of using the “dead” processors to solve conflicts arising at other shared memory locations, no such processor can participate in this computation. However, this observation seems to indicate that a concurrent-write instruction on the priority CRCW can be simulated in \(O(1)\) time on the common CRCW if we are willing to increase the number of processors available to the simulating machine. Such a fact is shown in the next lemma.

**Lemma 10.1:** The leftmost-prisoner problem of size \(p\) can be solved in \(O(1)\) time on the common CRCW PRAM if each live processor has \(\lceil \log p \rceil\) auxiliary processors.

**Proof:** Let \(P_{i,1}, P_{i,2}, \ldots, P_{i,h}\) be the auxiliary processors associated with the live processor \(P_i\), where \(h = \lceil \log n \rceil - 1\), and set \(P_{i,0} = P_i\). The goal of the processors \(P_{i,j}\), where \(0 \leq j \leq h\), is to determine whether or not \(P_i\) is leftmost among the live processors. We will make this determination by interacting with the auxiliary processors associated with other live processors. This interaction will be carried out through a complete binary tree \(T\) whose leaves are labeled by the indices of all the processors defining the leftmost-prisoner problem.

Let \(v_{i,0}\) be the leaf associated with the live processor \(P_{i,0}\) (which is the same as \(P_i\)). To fix notation, let us define a node \(v_{i,j}\) inductively as follows. Node \(v_{i,j}\) is the parent of \(v_{i,j+1}\) and \(v_{i,j+1}\) is the parent of \(v_{i,j-1}\). The sibling of the node \(v_{i,j}\) will be denoted by \(sib(v_{i,j})\). Notice that, for \(i = i'\) and \(j \neq j'\), \(v_{i,j}\) and \(v_{i,j'}\) may denote the same node of \(T\). It is easy to check that the label \(l_i\) of \(P_i\) should be set to 0 (that is, \(P_i\) is not leftmost) if and only if \(v_{i,0}\) has an ancestor node \(v_{i,j}\) such that \(v_{i,j}\) is a right child and the subtree associated with \(v_{i,j}\)'s sibling contains a live processor.

The purpose of the auxiliary processor \(P_{i,j}\) is to set a tag at \(v_{i,j}\), say, \(T(v_{i,j}) = 1\) — indicating that the subtree rooted at \(v_{i,j}\) contains a live processor. A concurrent write of the same value may occur at several nodes of \(T\), a situation that is allowed in the common CRCW PRAM. It follows that \(l_i = 0\) if and only if there is a node \(v_{i,j}\) such that \(v_{i,j}\) is a right child and \(T(sib(v_{i,j})) = 1\). Processors \(P_{i,j}\) can check this condition in \(O(1)\) time, and therefore the labels \(l_i\)'s can be set appropriately for all the live processors in \(O(1)\) time.

**Theorem 10.2:** Any algorithm running on a \(p\)-processor priority CRCW PRAM in time \(T\) can be simulated on a \((p \log p)\)-processor common CRCW PRAM in \(O(T)\) time.

**Proof:** With each processor \(Q_i\) of the priority CRCW PRAM associate \(\lceil \log n \rceil - 1\) processors \(P_{i,j}\) of the common CRCW PRAM, where \(0 \leq j \leq \lceil \log n \rceil - 1\). For each shared memory location of the priority CRCW, allocate a block of shared memory of size \(O(p)\). Then, we can solve simultaneously all the leftmost-prisoner problems associated with the different memory locations that are concurrently written into. Lemma 10.1 shows that this computation can be done in \(O(1)\) time.
Although the common CRCW can simulate the priority CRCW with only a constant slowdown factor, the simulation is not efficient since the number of processors has to increase by a factor of \( \log p \). In addition, the amount of shared memory has increased from, say, \( m \) global locations on the priority CRCW, to \( \Theta(mp) \) on the common CRCW. It is possible to separate the various CRCW PRAMs if we restrict the number of processors and the amount of shared memory. Such restrictions will be considered in Exercises 10.6 through 10.8. Here, we shall present simulations in the case when the two involved machines have the same number of processors, but we place no restriction on the amount of shared memory used.

Simulation of the Priority CRCW on the Common CRCW Using the Same Number of Processors. We first simulate the priority CRCW on the common CRCW PRAM, where each has the same number \( p \) of processors. Theorem 10.1 indicates an upper bound of \( O(\log p) \). We improve this bound in the next theorem.

**Theorem 10.3:** A concurrent-write instruction of a \( p \)-processor priority CRCW PRAM can be simulated on a \( p \)-processor common CRCW PRAM in \( O\left(\frac{\log p}{\log \log p}\right) \) time.

**Proof:** To simplify the presentation, we shall view the operation of a CRCW PRAM as the synchronous execution of steps such that each step consists of three phases. In the first phase, each processor can perform a constant amount of local computation. In the second phase, a processor may write into a shared memory. In the third phase, a processor may read from the shared memory. We prove by induction the following claim.

**Claim:** The leftmost prisoner of \( p = (t + 1)! \) processors can be solved in \( t \) steps on the common CRCW with a shared memory of size \( m = \sum_{k=1}^{t+1} \frac{(t+1)!}{k} > (t + 1)! \).

**Proof of the Claim:** We begin with the base case \( t = 1 \). The leftmost prisoner of two processors \( P_1 \) and \( P_2 \) can be solved in one step using a single shared memory location \( M \). During the write (second) phase of the single step, \( P_1 \) writes 1 into \( M \) (if \( P_1 \) is live). During the read (third) phase, \( P_2 \) reads the content of \( M \). Processor \( P_1 \) gets assigned the label \( l_1 = 1 \) (leftmost) if and only if \( P_1 \) is live. Processor \( P_2 \) gets assigned the label \( l_2 = 1 \) if and only if it is live and it reads 0.

Assume that the induction hypothesis holds for \( p = t! \) processors. Let \( A \) be an algorithm solving the leftmost prisoner of \( p = t! \) processors in \( t - 1 \) steps, using \( m_{t-1} \) shared memory locations. We shall show that the induction hypothesis holds for \( p = (t + 1)! \) processors.

Divide the \( (t + 1)! \) processors into \( t + 1 \) equal groups, where the \( i \)th group consists of processors \( P_{i(\lfloor \frac{t+1}{2} \rfloor + 1)} \) through \( P_{i \lfloor \frac{t+1}{2} \rfloor} \), inclusive, and associate a block of memory of size \( m_{t-1} \) with each group. Since \( m_t = (t + 1)! \frac{m_{t-1}}{t!} + 1 \), the extra remaining location—say, \( M \)—will be used for the interactions among the different groups of processors.

Each group will perform \( t - 1 \) steps of algorithm \( A \) using its own block of memory. These steps, however, are scheduled such that they allow the proper interaction among the different groups through location \( M \). Each group performs \( t \) steps such that \( t - 1 \) of these steps follow from algorithm \( A \). During the \( i \)th step, the write and the read phases are special for the \( i \)th and the \((i + 1)\)st groups. The write phase consists of all live processors of the \( i \)th group writing into location \( M \); the read phase consists of all live processors of the \((i + 1)\)st group reading the content of \( M \). Otherwise, the steps are identical to those of algorithm \( A \). Hence, each group performs at most a read phase and the next write phase through the global location \( M \). It is clear that by the end of the \( i \)th step, all live processors in the \((i + 1)\)st group will know whether there is a live processor of index lower than their indices; if there is, then their labels are determined immediately. If there is no live processor of lower index, algorithm \( A \) will guarantee the determination of the lowest-indexed live processor within the group, which is the lowest-indexed live processor, in this case.

Note that \( e = \sum_{k=0}^{t} \frac{1}{k+1} \), and hence \( e - 2 = \sum_{k=2}^{t} \frac{1}{k+1} \). This equality implies that \( m_t = (e - 2)(t + 1)! < (t + 1)! \), and the claim is established.

The theorem follows Claim and Stirling's approximation, \( t! = \frac{t^n}{\sqrt{2\pi t}} \).

10.1.3 SIMULATION OF THE PRIORIty CRCW PRAM ON THE ARBITRARY CRCW PRAM

Our final simulation of the priority CRCW on the arbitrary CRCW, where each has exactly \( p \) processors, surprisingly, each step of the priority CRCW requires at most \( O(\log \log p) \) steps on the arbitrary CRCW, as we show next.

**Theorem 10.4:** A concurrent-write instruction of a \( p \)-processor priority CRCW PRAM can be simulated in \( O(\log \log p) \) time on a \( p \)-processor arbitrary CRCW PRAM.

**Proof:** We show how to solve the leftmost-prisoner problem for \( p \) processors on the arbitrary CRCW in \( O(\log \log p) \) time, from which the theorem follows.
Assume, without loss of generality, that $\sqrt{p}$ is an integer. We partition the $p$ processors of the arbitrary CRCW into $\sqrt{p}$ groups $G_j$, where $0 \leq j \leq \sqrt{p} - 1$, such that $G_j$ contains processors $P_{(j+1)p+1}$ through $P_{(j+1)p+p}$, inclusive. We reserve a specific shared-memory location for each group—say, $M_j$ for group $G_j$. For each group $G_j$, all the live processors attempt to write their indices into location $M_j$. In each group containing at least one live processor, a processor will be selected as the winner. If there is a winner in group $G_j$, we assign to it the new index $j$, and we recursively solve the leftmost-prisoner problem for $p$ processors, where the winners are the live processors. Simultaneously, we solve the leftmost-prisoner problem induced within each group except the live processor selected as winner, if any. At the end of these computations, all the live processors in each group will know whether or not the lowest-indexed live processor is among them, and, in addition, the lowest-indexed live processor in each group will be easy to determine. This result is clearly sufficient to solve the initial leftmost-prisoner problem of $p$ processors. The running time of this procedure satisfies the recurrence relation $T(p) = T(\sqrt{p}) + O(1)$, and therefore $T(p) = O(\log \log p)$. 

We turn next to proving lower bounds for specific problems on the CREW PRAM.

### 10.2 Lower Bounds for the CREW PRAM

Lower-bound arguments require a clean framework in which precise statements about the progress of a computation can be made. For example, we used the parallel comparison-tree model, in Chapter 4, to develop nontrivial lower bounds on the parallel complexity of several comparison problems. An adversary was capable of slowing down the progress of such computations by forcing the solution to lie in a large unexplored subset of the input. In this section, we introduce a strong version of the PRAM model, called the ideal PRAM model; we then use it to develop optimal lower bounds for elementary computations, such as computing the Boolean OR of $n$ variables or computing the maximum of $n$ elements.

#### 10.2.1 THE IDEAL PRAM

An ideal PRAM consists of a number of processors $P_1, P_2, \ldots, P_n$ with access to a global (shared) memory unit of unbounded size. Each processor is identical to a RAM together with a private memory unit of unbounded size. A computation consists of a number $T$ of steps such that each step involves three phases. During the **read phase**, a processor may read the content of a cell of the global memory. During the **compute phase**, a processor may perform any amount of local computations (including reading or writing from or into its local memory). During the **write phase**, a processor may write a value into a global memory location.

The rules regarding concurrent reads or concurrent writes depend on the particular version of the PRAM model used. Notice that an arbitrary amount of local computations are allowed in each step, that no limits are placed on the capacity of each location of the global or local memory, and that no limits are placed on the sizes of the global and local memories. A lower bound for the ideal PRAM reflects the limitations of the communication scheme used by the PRAM, since an unbounded amount of computations can be done at a single step. Obviously, lower bounds developed for the ideal PRAM model hold for our standard PRAM model (the converse is not true, however; see Exercise 10.15).

In this section, we shall establish the lower bound $\Omega(\log n)$ on the time required to compute the Boolean OR of $n$ variables on the ideal CREW PRAM with any number of processors. This lower bound implies that almost any nontrivial problem requires logarithmic time on the CREW PRAM. In addition, it implies that the CREW PRAM is strictly weaker than the common CRCW PRAM, which can compute the Boolean OR function in $O(1)$ time, using $n$ processors.

It may seem, at first glance, that $\log_2 n$ steps are "obviously" necessary to compute the Boolean OR of $n$ variables on the CREW PRAM as implied by the balanced binary tree on $n$ elements. However, it is possible to compute this function in $< \log_2 n$ steps by using the algorithm given in Exercise 10.14. A close examination of the algorithm reveals the interesting fact that we can communicate information by not writing into the global memory. Hence, a formal setup is needed to establish the desired lower bound. We start with a few definitions.

#### 10.2.2 DEFINITIONS

Let $f(x_1, x_2, \ldots, x_n)$ be a Boolean function with $n$ inputs. We shall use the notation $f = (x_1 x_2 \cdots x_n)$ to denote the input $x_1, x_2, \ldots, x_n$, and $I(i)$ to denote the input $I$ whose $i$th component is complemented. An input $I$ is critical for $f$ if and only if $f(I) \neq f(I(i))$, for all $1 \leq i \leq n$.

**Example 10.1:**

Let $f(x_1, x_2, \ldots, x_n) = x_1 + x_2 + \cdots + x_n$, where $+$ is the Boolean OR. Then, $I = 00 \cdots 0$ is a critical input for $f$. 

\[ \square \]
Consider the computation of the Boolean function \( f(x_1, x_2, \ldots, x_n) \) on the ideal PRAM. Assume that the input values of \( x_1, x_2, \ldots, x_n \) are stored initially in locations \( M_1, M_2, \ldots, M_n \) of the global memory, and that, at the end of the computation, the value of the function \( f \) is to be stored in location \( M_1 \). If \( f \) has a critical input \( I \), then, for any \( i \), where \( 1 \leq i \leq n \), the value of the output is complemented when the value of \( x_i \) is complemented in the input \( I \). Intuitively, this property means that the computation has to run long enough to allow the value of every \( x_i \) to affect the content of location \( M_i \) appropriately. The exclusive-write assumption is crucial here since the effect of the values of all the \( x_i \)'s cannot be transmitted to \( M_1 \) quickly. A more formal definition incorporating such a notion is given next.

An input index \( i \) affects a memory location \( M \) at time \( t \) on some input \( I \) if the content of \( M \) at time \( t \) with the input \( I \) differs from the content of \( M \) at time \( t \) with the input \( I(i) \). In other words, the contents of \( M \) at time \( t \) are different on the two inputs \( I \) and \( I(i) \). Define the set \( L(M, t, I) \) as follows:

\[
L(M, t, I) = \{ i \mid i \text{ affects } M \text{ at time } t \text{ on input } I \}.
\]

Similarly, we say that index \( i \) affects processor \( P \) at time \( t \) with input \( I \) if the state of \( P \) at time \( t \) on input \( I \) is different from the state of \( P \) at time \( t \) on input \( I(i) \). The state of a processor \( P \) can be identified by the contents of all \( P \)'s local registers and \( P \)'s private memory. After the read phase of a step, the state of \( P \) may change. The new state will then determine the location written into and the value written by \( P \) during the write phase. The set \( K(P, t, I) \) will denote the set of those input indices that affect \( P \) at time \( t \) with input \( I \).

### 10.2.3 Characterization of the Sets \( K(P, t, I) \) and \( L(M, t, I) \)

The next two theorems shed light on the nature of the two sets \( K(P, t, I) \) and \( L(M, t, I) \).

**Lemma 10.2:** If \( i \in K(P, t, I) \), where \( t > 1 \), then one of the following two cases must hold:

1. \( i \in K(P, t - 1, I) \).
2. \( P \) reads a global memory location \( M \) on input \( I \) at time \( t \), and \( i \in L(M, t - 1, I) \).

**Proof:** Let \( i \in K(P, t, I) \). That is, the state of \( P \) on input \( I \) at time \( t \) is different from the state of \( P \) on input \( I(i) \) at time \( t \). Assume that \( i \in K(P, t - 1, I) \). Hence, the state of \( P \) at time \( t - 1 \) is the same, regardless of whether the input is \( I \) or \( I(i) \). The only way for the state of \( P \) to become different at time \( t \) is for \( P \) to read a global memory location \( M \), and the contents of \( M \) are different on the inputs \( I \) and \( I(i) \). This fact implies that \( t \in L(M, t - 1, I) \), where \( M \) is a global memory location read by \( P \) on input \( I \) at time \( t \).

**Lemma 10.3:** If \( t > 1 \), then one of the following two cases must hold:

1. A processor \( P \) writes into \( M \) at time \( t \) on input \( I \), and \( i \in K(P, t, I) \).
2. No processor writes into \( M \) at time \( t \) on input \( I \), and either \( i \in L(M, t - 1, I) \) or a processor \( P \) writes into \( M \) at time \( t \) on input \( I(i) \).

The proof of Lemma 10.3 is simple, and will be left to Exercise 10.11.

### 10.2.4 The Key Fact

We are now ready to state the following lemma, which gives the key fact needed to establish our lower bounds for the CREW PRAM.

**Lemma 10.4:** Let \( P \) be a processor of a CREW PRAM, and let \( M \) be a location of the shared memory. Then, after \( t \) steps of an arbitrary computation, we have \(|L(M, t, I)| \leq b^t\), and \(|K(P, t, I)| \leq b^t\), where \( b = \frac{5}{2}(5 + \sqrt{21}) \).

**Proof:** Let \( k_0 = 0 \), \( l_0 = 1 \), and let the sequences \( k_t \) and \( l_t \) be defined by \( k_{t+1} = k_t + l_t \), \( l_{t+1} = 3k_t + 4l_t \). We prove by induction the following claim.

**Claim:** \(|K(P, t, I)| \leq k_t \), and \(|L(M, t, I)| \leq l_t \), for any \( t \geq 0 \).

**Proof of the Claim:** We start with the base case \( t = 0 \). No index can affect \( P \) before the first step, and hence \(|K(P, 0, I)| = 0 \). On the other hand, at most one index can affect any memory location (if an input is stored in that location), and hence \(|L(M, 0, I)| \leq 1 \).

Suppose that the induction hypothesis holds for \( K(P, t, I) \) and \( L(M, t, I) \), \( t \geq 0 \). We show that the claim holds for \( K(P, t + 1, I) \) and \( L(M, t + 1, I) \).

Lemma 10.2 implies that \( K(P, t + 1, I) \subseteq K(P, t, I) \cup L(M, t, I) \), where \( M \) is the global memory location read by \( P \) on input \( I \) at time \( t \). Therefore, the inductive claim for \( K(P, t + 1, I) \) follows.

To get the bound on \( L(M, t + 1, I) \), we use Lemma 10.3. Hence, we distinguish between the following two cases:

1. A processor \( P \) writes into location \( M \) on input \( I \) at time \( t + 1 \). Thus, \(|L(M, t + 1, I)| \leq |K(P, t + 1, I)| \leq k_t + l_t < l_{t+1} \).
2. No processor writes into \( M \) at time \( t + 1 \). An index \( i \) affects \( M \) at time \( t + 1 \) if and only if either \( i \) affects \( M \) at time \( t \) or a processor \( P \) writes into \( M \) at time \( t + 1 \) on input \( I(i) \). In the latter case, we say that index \( i \) causes \( P \) to write into location \( M \) at time \( t + 1 \) with input \( I \). Hence, \( L(M, t + 1, I) \subseteq L(M, t, I) \cup Y(M, t + 1, I) \) where \( Y(M, t + 1, I) \) is the set of those indices that cause some processor \( P \) to write into \( M \) at time \( t + 1 \) with input \( I \). Assume that index \( u_i \) causes processor \( P_{w_i} \) to write into \( M \) at time \( t + 1 \) with input \( I \), where \( 1 \leq i \leq r \) for some integer \( r \). That is, \( P_{w_i} \) writes into location \( M \) at time \( t + 1 \) on the input \( I(u_i) \). We first note the following fact (see Fig. 10.1).

**Fact:** For all pairs \( u_i, u_j \), such that \( P_{w_i} = P_{w_j} \), either \( u_i \in K(P_{w_i}, t + 1, I(u_i)) \) or \( u_j \in K(P_{w_j}, t + 1, I(u_j)) \).

The above fact is derived from the observation that if neither condition holds, then on input \( I(u_j) \), both \( P_{w_i} \) and \( P_{w_j} \) will write into location \( M \) at time \( t + 1 \), which is not allowed on the CREW PRAM model.

To finish the proof of the claim, we need to establish a bound on \( r \), the number of indices that can cause some processor to write into \( M \) at time \( t + 1 \) with input \( I \). Construct the bipartite graph consisting of the sets of vertices, \( U = \{ u_1, u_2, \ldots, u_r \} \) and \( V = \{ (I(u_1), P_{w_1}), (I(u_2), P_{w_2}), \ldots, (I(u_r), P_{w_r}) \} \), such that \( u_i \) is connected to \( (I(u_i), P_{w_i}) \) if and only if \( u_i \) affects \( P_{w_i} \) at time \( t + 1 \) with input \( I(u_i) \). To get the desired bound on \( r \), we derive a lower and an upper bound on the total number \( e \) of edges in the bipartite graph.

![Figure 10.1](image)

The bipartite graph for the proof of Lemma 10.4. \( u_i \) is connected to \((I(u_i), P_{w_i})\) if and only if \( u_i \) affects \( P_{w_i} \) at time \( t + 1 \) with input \( I(u_i) \).

For each vertex \( (I(u_i), P_{w_i}) \), we have at most \( |K(P_{w_i}, t + 1, I(u_i))| \leq k_{i+1} \) edges (by the construction of the bipartite graph). Thus, \( e \leq r k_{i+1} \). The lower bound on \( e \) can be obtained as follows. Let \( u_i, u_j \) be a pair such that \( P_{w_i} = P_{w_j} \) (as outlined in the Fact). There are \( r \) choices of \( u_i \), and, for each \( u_i \), there are at most \( |K(P_{w_i}, t + 1, I)| \leq k_{i+1} \) indices \( u_j \) such that \( P_{w_j} = P_{w_i} \). Hence, the total number of pairs \( (u_i, u_j) \) such that \( P_{w_j} \neq P_{w_i} \) is at least \( r k_{i+1} \).

By using the above Fact, we obtain \( e \geq \frac{1}{2} r (r - k_{i+1}) \). Combining this inequality with \( e \leq r k_{i+1} \), we obtain that \( r \leq 3 k_{i+1} = 3k_r + 4l_r \). But \( |L(M, t + 1, I)| \leq |L(M, t, I)| + r \leq 3 k_r + 4 l_r = l_{r+1} \), and the proof of the claim follows.

We can now complete the proof of the lemma by establishing bounds on \( k_r \) and \( l_r \). We can verify that the recurrences defining \( k_r \) and \( l_r \) have the following solutions:

\[
k_r = \frac{b}{\sqrt{21}} - \frac{b'}{\sqrt{21}}
\]

\[
l_r = \frac{3 + \sqrt{21} b'}{2\sqrt{21}} + \frac{3 + \sqrt{21} b''}{2\sqrt{21}}
\]

where \( b = \frac{1}{2} (5 + \sqrt{21}) \) and \( b' = \frac{1}{2} (5 - \sqrt{21}) \). Therefore, \( k_i \leq b' \) and \( l_i \leq b'' \), for the stated \( b \) value.

### 10.2.5 LOWER BOUNDS FOR SPECIFIC PROBLEMS

We have just developed the necessary tools to establish our main lower-bound theorem for this section.

**Theorem 10.5:** Let \( f: \{0, 1\}^n \rightarrow \{0, 1\} \) have a critical input. Then, \( \Omega(\log n) \) steps are required to compute \( f \) on a CREW PRAM with any number of processors.

**Proof:** According to our conventions, the output value should appear in location \( M_1 \) at the end of the computation. Hence, \( n \) indices must affect location \( M_1 \); that is, \( |L(M_1, T, I)| \geq n \). Using Lemma 10.4, we obtain that \( b_{r+1} \geq |L(M, T, I)| \geq n \), and hence the theorem follows.

Using the fact that the OR function has a critical input, we get the following corollary.

**Corollary 10.2:** A CREW PRAM requires \( \Omega(\log n) \) time to compute the Boolean OR of \( n \) variables, regardless of the number of processors available.

The proof of the following corollary involves simple reductions from the problem of computing the Boolean OR of \( n \) inputs to each of the problems listed. Its proof is left as an exercise.
Corollary 10.3: Each of the following problems requires $\Omega(\log n)$ time on the CREW PRAM with any number of processors.

1. Sorting a sequence $x_1, x_2, \ldots, x_n$, where $x_i \in \{0, 1\}
2. Computing the sum $x_1 + x_2 + \cdots + x_n$, where each $x_i \in \{0, 1\}
3. Computing the maximum function on $n$ inputs

We next extend the techniques developed in this section to obtain an interesting lower bound for the EREW PRAM.

10.3 Lower Bounds for the EREW PRAM

We have shown, in Section 10.2, that the problem of computing the Boolean OR of $n$ variables requires $\Omega(\log n)$ time on the CREW PRAM, regardless of the number of processors available. This result implies that the weakest CRCW PRAM is strictly more powerful than the CREW PRAM. In this section, we will show that the CREW PRAM is strictly more powerful than the EREW PRAM. The search problem considered in Chapter 4 will serve as a vehicle for establishing this fact. The proof techniques used are similar to those introduced in Section 10.2.

10.3.1 A Search Problem

Let $X = (x_1, x_2, \ldots, x_n)$ be a sequence of $n$ distinct elements drawn from a linearly ordered set $(S, \leq)$ such that $x_1 < x_2 < \cdots < x_n$. The search problem is to determine, for a given element $y \in S$, the index $i$ for which $x_i \leq y < x_{i+1}$, where $x_0 = -\infty$ and $x_{n+1} = +\infty$ are added to $S$. Earlier, we described a simple CREW PRAM algorithm (Algorithm 4.1) to solve this problem in $O(\log (n+1))$, where $p$ is the number of processors used. An EREW PRAM algorithm achieving the bound $O(\log n - \log p)$ time is straightforward, assuming that the search key is made available to all the processors. We decompose the input array into $p$ blocks, each of size $\approx \frac{n}{p}$. Each processor performs a binary search on a block in $O(\log (\frac{n}{p})) = O(\log n - \log p)$ time. The successful processor will store the result in the appropriate location of the global memory.

In this section, we shall show that an EREW PRAM requires $\Omega(\log n - \log p)$ time, even if the search key $y$ is initially made available to all the processors. This result implies that, for $p = \Theta(n^\alpha)$, where $\alpha$ is any constant such that $0 < \alpha < 1$, the search problem requires $\Omega(\log n)$ time on the EREW PRAM, whereas it can be solved in $O(1)$ time on the CREW PRAM (Algorithm 4.1). We therefore conclude that the CREW PRAM is strictly more powerful than the EREW PRAM.

Since the search key will be assumed to be known to all the $p$ processors of the EREW PRAM, our search problem can be reformulated as the following zero-counting problem. Given a monotonic binary sequence $x_1, x_2, \ldots, x_n$, determine the index $i$ such that $x_i = 0$ and $x_{i+1} = 1$. We interpret $x_i = 0$ to mean a value smaller than the search key, and $x_{i+1} = 1$ to mean a value greater than the search key.

As before, we assume the ideal PRAM model, and further assume that the input values of $x_1, x_2, \ldots, x_n$ are stored initially in locations $M_1, M_2, \ldots, M_n$. At the end of the computation, we will indicate the output $i$ by changing the content of location $M_i$ of a set of $n$ reserved output locations $M_j$, where $1 \leq j \leq n$.

10.3.2 Indices Affecting a Processor or a Location

Let $I_i$ denote the input consisting of $i$ zeros followed by $n - i$ ones. Index $i$ affects location $M$ at step $t$ if the content of $M$ at step $t$ on input $I_i$ is different from the content of $M$ at step $t$ on input $I_{i-1}$. We define $L(M, t)$ to be the set $\{i \mid i$ affects $M$ at step $t\}$.

Similarly, index $i$ affects processor $P$ at step $t$ if the state of $P$ at step $t$ on input $I_i$ is different from the state of $P$ at step $t$ on input $I_{i-1}$. We define $K(P, t)$ to be the set $\{i \mid i$ affects $P$ at step $t\}$.

The next two lemmas, which are similar to Lemmas 10.2 and 10.3 of Section 10.2, characterize the indices that belong to $L(M, t)$ and $K(P, t)$.

Lemma 10.5: If $i \in K(P, t)$, where $t > 1$, then one of the following two cases must hold:
1. $i \in K(P, t - 1)$
2. $P$ reads a certain location $M$ on input $I_i$ at step $t$, and $i \in L(M, t - 1)$.

The proof of Lemma 10.5 is similar to the proof of Lemma 10.2.

Lemma 10.6: If $i \in L(M, t)$, where $t > 1$, then one of the following three cases must hold:
1. $i \in L(M, t - 1)$.
2. There is a processor $P$ that writes into $M$ at step $t$ on input $I_i$, and $i \in K(P, t)$.
3. There is a processor $P$ that writes into $M$ at step $t$ on input $I_{i-1}$, and $i \in K(P, t)$.

**Proof:** Suppose that $i \in L(M, t - 1)$. Hence, the content of $M$ at step $t - 1$ is the same, regardless of whether the input is $I_{i-1}$ or $I_i$. It follows that the content of $M$ is modified during step $t$. The only way that the content of $M$ can be changed at step $t$ is for some processor $P$ to write into $M$. Suppose that $P$ writes into $M$ at step $t$ on input $I_i$. Then, we must have $i \in K(P, t)$, because otherwise the state of $P$ at step $t$ is the same for the two inputs $I_i$ and $I_{i-1}$, and therefore the same value will be written into $M$. Similarly, a processor $P'$ may write into location $M$ at step $t$ on input $I_{i-1}$, in which case $i \in K(P', t)$. □

10.3.3 THE MAIN LOWER BOUND

We are ready to prove our main lower bound.

**Theorem 10.6:** Given a monotonic binary sequence of length $n$, the problem of counting the number of zeros requires $\Omega(\log n - \log p)$ time on the EREW PRAM with $p$ processors.

**Proof:** Let $K(P, t)$ and $L(M, t)$ be as introduced in Section 10.3.2. The progress of the computation will be measured by the function $c(t) = \sum_P |K(P, t)| + \sum_M \max(0, |L(M, t)| - 1)$. Hence, $c(t) \leq 6c(t - 1) + 3p$.

**Proof of the Claim:** We first use Lemma 10.6 to establish an upper bound on the sum $\sum_M |L(M, t)|$. Let $L'(M, t) = L(M, t) - L(M, t - 1)$—that is, all the indices in $L(M, t)$ but not in $L(M, t - 1)$. Then, according to Lemma 10.6, for each index $i \in L'(M, t)$, there is a processor $P$ writing into $M$ at time $t$ on input $I_i$ (or input $I_{i-1}$), and $i \in K(P, t)$. Since a processor may write into a single global location in a time step, each $i \in K(P, t)$ can contribute at most two occurrences in $L'(M, t)$ (one corresponding to writing on input $I_i$, and the other corresponding to writing on input $I_{i-1}$). Therefore, $\sum_M |L(M, t)| \leq 2 \sum_P |K(P, t)|$, and thus

$$\sum_M |L(M, t)| \leq \sum_M |L(M, t - 1)| + 2 \sum_P |K(P, t)|$$

We can assume inductively that $L(M, t - 1) \subseteq L(M, t)$, because otherwise we can replace $L(M, t)$ with $L(M, t) \cup L(M, t - 1)$. Clearly, an upper bound for the resulting sum will also be an upper bound for the original sum. Hence, we have that $|L(M, t)| \geq |L(M, t - 1)|$, which implies that

$$\sum_M \max(0, |L(M, t)| - 1) \leq \sum_M \max(0, |L(M, t - 1)| - 1) + 2 \sum_P |K(P, t)|$$

We now use Lemma 10.5 to establish an upper bound on the sum $\sum_P |K(P, t)|$. Let $K^*(P, t) = K(P, t) - K(P, t - 1)$. According to Lemma 10.5, for each index $i \in K^*(P, t)$, there is a memory location $M$ such that $P$ reads $M$ on input $I_i$ and $i \in L(M, t - 1)$. Since we are assuming the EREW PRAM model, no global memory location can be accessed by more than a single processor at any given time step. Hence, given $M$, each index $i \in L(M, t - 1)$ can contribute at most one index in $K^*(P, t)$ for some processor $P$.

Let $J_i$ be the set of global locations accessed at time $t$ on input $I_i$, and let $J = \bigcup J_i$. Clearly, $\sum_P |K(P, t)| \leq \sum_M |K^*(P, t)|$. It follows that

$$\sum_P |K(P, t)| \leq \sum_P |K(P, t - 1)| + \sum_M |L(M, t - 1)| + |J|.$$ 

An upper bound on $|J_i|$ can be obtained as follows. Given a processor $P$, the number of distinct locations accessed by $P$ at time $t$ is $|K(P, t - 1)| + 1$, and hence $|J_i| \leq \sum_P |K^*(P, t - 1)| + 1 = \sum_P |K(P, t - 1)| + p$, where $p$ is the total number of processors available. This observation implies that

$$\sum_P |K(P, t)| \leq \sum_P |K(P, t - 1)| + \sum_M |L(M, t - 1)|$$

$$= \sum_P |K(P, t - 1)| + \sum_M (|L(M, t - 1)| - 1) + |J|$$

$$\leq 2 \sum_P |K(P, t - 1)| + \sum_M \max(0, |L(M, t - 1)| - 1) + p.$$ 

Combining the last inequality with the inequality in Eq. 10.1, we obtain

$$\sum_M \max(0, |L(M, t)| - 1) + 3 \sum_P |K(P, t)| \leq$$

$$4 \sum_M \max(0, |L(M, t - 1)| - 1) + \sum_P |K(P, t)| + 3p.$$ 

Therefore, $c(t) \leq 6c(t - 1) + 3p$, and the claim follows.

We can now complete the proof of the theorem by noting that $c(T) \geq n$, where $T$ is the total number of steps required. Given our assumption on the form of the output, it is easy to verify that each of the reserved locations for the output will be affected by at least two indices. On the other hand, the inequality $c(t) \leq 6c(t - 1) + 3p$, together with the initial condition $c(0) = 0$, implies that $c(T) \leq \frac{(6^{n+1} - 1)}{5} 3p$. Therefore, we must have $T = \Omega(\log n - \log p)$. □

We next tackle the problem of proving lower bounds for computing some specific simple functions on the CRCW PRAM model, our strongest parallel model.
10.4 Lower Bounds for the CRCW PRAM

In Sections 10.2 and 10.3, we showed optimal lower bounds on the parallel complexity to solve a few simple problems on the ideal PRAM under the CREW and the EREW assumptions. Lower bounds for the ideal PRAM reflect the limitations on the communication assumptions, since an unbounded amount of communications is allowed at each step. Establishing similar lower bounds for the CRCW PRAM appears to be substantially more difficult. Let us start by noting that the techniques used in the previous sections are not suitable for capturing the progress of a computation on the CRCW PRAM model, since bounding the number of processors that can "access" a memory location at a given step is not possible under the concurrent-write assumption. In fact, a common CRCW can compute any Boolean function in O(1) time, as the following theorem shows.

**Theorem 10.7:** Let \( f: \{0, 1\}^n \rightarrow \{0, 1\} \) be an arbitrary Boolean function. Then, \( f \) can be computed in \( O(1) \) time on a common CRCW PRAM with \( \leq n2^n \) processors.

**Proof:** We write \( f \) as a sum of minterms \( f = \sum m_i(x_1, x_2, \ldots, x_n) \), where each \( m_i \) is a product of \( n \) literals, a literal being a variable or that variable's complement. The number of minterms is at most \( 2^n \). With each term \( m_i \), we associate \( n \) processors \( P_{ij} \), for \( 1 \leq j \leq n \). The goal of processors \( P_{ij} \) is to compute the term \( m_i \), which is the Boolean AND of \( n \) literals. Since the AND of \( n \) variables can be computed in \( O(1) \) time, using \( n \) processors, on the common CRCW, \( n2^n \) processors can compute all the \( m_i \)'s simultaneously in \( O(1) \) time. To compute \( f \), we can compute the Boolean sum of the \( m_i \)'s in \( O(1) \) time, using the processors \( P_{ij} \), for all \( i \). Therefore, \( f \) can be computed in \( O(1) \) time, using at most \( n2^n \) processors on the common CRCW.

In this section, we shall actually prove a much stronger lower bound for computing the parity function. Before embarking on our endeavor, we state the result we seek.

**Theorem 10.8:** The problem of computing the parity function of \( n \) variables requires \( \Omega\left( \frac{\log n}{\log \log n} \right) \) time on the priority CRCW PRAM, using a polynomial number of processors.

We shall prove Theorem 10.8 under certain assumptions of the priority CRCW PRAM. Our proof strategy will consist of two main steps. The first step is to relate the CRCW PRAMs to the class of circuits allowing unbounded fan-in (to be introduced in the next section) by providing efficient simulations between the two models. The second step is to establish lower bounds for unbounded fan-in circuits computing the parity function.

### 10.4.1 The Relationship between CRCW PRAMs and Unbounded Fan-In Circuits

A (Boolean) **circuit** is a directed acyclic graph such that each node of indegree greater than 0 is labeled as any one of an AND gate, an OR gate, or a NOT gate. The nodes of indegree 0 are called **inputs** and are labeled with a variable, or with a constant 0 or 1. Certain nodes are also designated as **output nodes**. The indegree and the outdegree of a node will be referred to as the **fan-in** and the **fan-out** of that node, respectively. A circuit represents a set of Boolean functions in a natural way.

The **size** of a circuit is the total number of edges in the circuit. The **depth** of a circuit is the length of the longest path between an input node and an output node.

**Example 10.2:**

Let \( f(x_1, x_2, x_3) = x_1x_2x_3 + x_1x_2x_3 + x_1x_2x_1 + x_1x_2x_3 \) be the parity function on three variables. A circuit that computes \( f(x_1, x_2, x_3) \) is shown in Fig. 10.2.

**Unbounded Fan-In Circuits.** Of particular interest to us are the circuits with unbounded fan-in— that is, circuits for which an AND gate or an OR gate can have an arbitrary number of inputs. These circuits are also referred to as **bounded-depth circuits**, since they tend to have very small depths. In fact, we can trivially realize any Boolean function \( f \) by a circuit whose depth is \( \leq 3 \) simply by using the disjunctive or the conjunctive normal form of \( f \). The size of the circuit is at most \( n2^n \), where \( n \) is the number of variables (compare with Theorem 10.7).
Simulation of Circuits by CRCW PRAMs. We begin by describing a simple simulation of circuits by CRCW PRAMs.

**Theorem 10.9:** Let \( f : \{0, 1\}^n \to \{0, 1\}^m \) be a function of \( n \) inputs and \( m \leq n \) outputs, and let \( C \) be a circuit that computes \( f \). Suppose that \( C \) is of size \( S(n) \) and depth \( D(n) \). Then, \( f \) can be computed by a common CRCW PRAM in \( O(D(n)) \) time, using \( S(n) + n \) processors.

**Proof:** We use DeMorgan's law \( \bigwedge_{1 \leq i \leq k} g_i = (\bigvee_{1 \leq i \leq k} g_i)' \) to replace each AND gate with a set of NOT and OR gates. Hence, we can assume that our circuit consists of OR and NOT gates only. The size and the depth of our circuit have each increased by a factor of at most \( 3 \); hence, this change will not affect our asymptotic bounds.

We number the nodes of \( C \) starting with the input nodes. We associate a global memory location \( M_i \) with node \( i \). Initially, the \( j \)th input is stored in location \( M_j \), where \( 1 \leq j \leq n \). The CRCW PRAM will simulate \( C \), level by level, starting from the bottom level, such that the value generated at node \( i \) will be computed and stored at the global location \( M_i \) of the PRAM. More precisely, we allocate a processor \( P_{ij} \) with each edge from node \( i \) to node \( j \). Suppose that node \( j \) is at depth \( d \). Then, using a local counter, \( P_{ij} \) waits for \( cd \) steps, where \( c \) a constant large enough to allow the computations at lower depth to be carried out by the CRCW PRAM. Then, if node \( j \) is an OR gate, processor \( P_{ij} \) writes 1 in location \( M_i \) if location \( M_i \) contains 1; otherwise, \( P_{ij} \) stays idle. If node \( j \) is a NOT gate, then \( P_{ij} \) stores the complement of \( M_i \) into location \( M_i \).

Hence, each level of the circuit takes \( O(1) \) time to simulate on the PRAM, and thus \( O(D) \) time is sufficient to reach the output nodes. In addition, \( m \) additional processors are assigned to the output nodes. After waiting for \( cD \) steps, these processors move the output bits to the appropriate locations of the global memory.

**Remark 10.1:** Given a family of circuits \( \{C_n\} \) to compute a Boolean function \( f \) on \( n \) inputs, it is important to be able to generate \( C_n \) efficiently for each \( n \). Otherwise, it would be possible to design a different circuit for each \( n \) ("non-uniform" circuits). Let us first mention that nonuniform circuits can compute nonrecursive functions. In the preceding simulation, nonuniform circuits will generate different programs for different input sizes. All our PRAM algorithms, however, have been described for an arbitrary value of \( n \).

Therefore, we make an assumption that will guarantee a simple description of \( C_n \) for each \( n \). Typically, a notion of uniformity is introduced to deal with this problem. We shall adopt the following definition.

A circuit is **uniform** if, for each \( n \), the circuit \( C_n \) can be described by a deterministic Turing machine in \( O(\log n) \) space. We can give a specification...
of a circuit by listing all the gates, and the type and the inputs of each gate. The space notion used here assumes that the input is stored in a read-only memory, which is not counted as a part of the space used. The fact that only \( O(\log n) \) space is required to describe \( C_n \) indicates that \( C_n \) is indeed a simple circuit. It also implies that \( C_n \) can be generated in polynomial time. All our circuits will be assumed to be uniform.

Our goal, for the remainder of this section, is to establish a converse to Theorem 10.9. More precisely, we would like to show how to simulate a CRCW PRAM with \( P(n) \) processors and time bound \( T(n) \) by a circuit whose size is polynomial in \( P(n) \) and \( T(n) \) and whose depth is \( O(T(n)) \). Such a simulation is not possible unless we put restriction on the word size and the instructions allowed in the CRCW PRAM. We shall next introduce into our PRAMs a few assumptions that will make it possible to obtain the desired simulation. These assumptions seem to be natural and not to be overly restrictive.

**The Restricted PRAM.** For our restricted PRAMs, each program can have instructions from the following list. The notation \( R_i \) is used to indicate a local memory register.

1. \( R_i := \text{constant} \): the effect is to load local register \( R_i \) with constant.
2. \( R_i := R_j \): the effect is to load the content of \( R_j \) into \( R_i \).
3. \( R_i := \text{PID} \): the effect is to store processor ID into register \( R_i \).
4. \( R_i := R_j \pm R_k \): the effect is to add or subtract the contents of the registers \( R_j \) and \( R_k \) and store the result in \( R_i \).
5. \( R_i := *R_j [l, g] \): the effect is to use the content of register \( R_j \) as the address of a read instruction from the local or global memory, depending on whether \( l \) or \( g \) is used, respectively. The result is stored in register \( R_i \).
6. \( R_i := R_j [l, g] \): the effect is to write the content of \( R_j \) into a local or global memory location whose address is the content of register \( R_i \).
7. \text{go to} \( m \) if \( R_i ((<, =) R_j) \): the effect is to transfer control to the instruction labeled by \( m \) if the condition is satisfied.
8. \text{halt}; the effect is to force the processor to stop.

Without loss of generality, we assume that no nonpositive addresses appear in a program.

An input of size \( n \) consists of \( n \) words, each requiring at most \( n \) bits. An input of size \( n \) is initially stored in the first \( n \) global locations of the PRAM. Each instruction takes one unit of time. The machine operates in time \( T(n) \) if all processors halt within \( T(n) \) steps on any input of size \( n \).

**Circuits for Addition and Comparison.** Our simulation will require that the instructions executed at each time step be simulated by a constant-depth and small-sized circuit. Leaving aside for now the problems of obtaining the operands and storing the results, let us derive the circuits for performing addition and comparison. The circuit for subtraction is similar to that for addition. The circuits are described in the next two examples.

**EXAMPLE 10.3: (Addition)**

Consider the addition of two \( m \)-bit numbers \( A = a_m \ldots a_0 \) and \( B = b_m \ldots b_0 \). The look-ahead carry algorithm consists of computing the carry generate and the carry propagate bits given, respectively, by \( g_i = a_i \land b_i \) and \( p_i = a_i \oplus b_i \), for \( 1 \leq i \leq m \). Then, the \( i \)th carry bit \( c_i \) is given by \( c_i = g_i + \sum_{1 \leq j \leq i-1} p_i \land c_{i-j} \) and the \( i \)th sum bit \( s_i \) is given by \( s_i = p_i \oplus c_{i-1} \). Each \( c_i \) can be realized by a constant-depth circuit of size \( O(m^2) \), as illustrated in Fig. 10.3. Therefore, all the carry bits can be computed by a constant-depth circuit of size \( O(m^2) \). Generating the sum bits \( s_i \) will not increase the asymptotic bounds of the corresponding circuit.

---

**FIGURE 10.3**

A constant-depth circuit to compute the \( i \)th carry bit resulting from adding two \( m \)-bit numbers \( a \) and \( b \). The carry generate \( g_i \) and the carry propagate \( p_i \) are defined by \( g_i = a_i \land b_i \) and \( p_i = a_i \oplus b_i \).
Let $P(n)$ be the number of processors on our CRCW PRAM, $n$ being the input size. Recall that, by our earlier assumptions, the input consists of $n$ words, each of length at most $n$ bits, and that these words are initially stored in the first $n$ global locations of the PRAM. Let $T(n)$ be the time bound of the PRAM algorithm. Thus, every processor halts within $T(n)$ steps on any input of size $n$.

Each processor of the PRAM will execute dynamically a sequence of instructions, each such instruction belonging to the set of instructions specified before. Contrast this behavior with that of a circuit that possesses a static structure realizing a fixed set of Boolean functions. To construct a simulating circuit, we have to specify a set of Boolean functions that can realize the input–output behavior of the PRAM algorithm.

A naive approach would be to derive the functions relating the input and the output of the algorithm by considering all possible values of the $n$ input words. However, the size of the corresponding circuit may be exponential in $n$, which is not acceptable. What we shall do instead is to represent efficiently all possible values that can arise at a time step $t$, and to describe the Boolean functions relating these values as they change between steps $t$ and $t+1$. The circuit needed to realize such a transition will be of constant depth and will be of polynomial (in $P(n)$, $T(n)$, and $n$) size.

Our starting point concerns the representation of all possible values arising in an execution of the PRAM algorithm on an input of size $n$. These values are any one of the input values, or constants and addresses appearing in the programs of the processors, or values generated and stored by the processors. We now claim that the maximum number of bits needed to represent any of these values is given by $L = \max (n, \log P(n)) + T(n) + 1$. This claim follows from the fact that, initially, the length of any piece of data in the memory or the program is at most $\max (n, \log P(n))$, and, after each operation, the length increases by at most one bit. An extra bit is needed to distinguish between positive and negative numbers.

For each processor $Q$, we represent the local registers and their values by the triples $(a_i(Q, k, t), v_i(Q, k, t), w_i(Q, k, t))$, where $a_i(Q, k, t)$ and $v_i(Q, k, t)$ are $L$-bit words, and $w_i(Q, k, t)$ is a bit indicating a write operation. This triple should be interpreted as follows. If $w_i(Q, k, t) = 1$, the local register with address $a_i(Q, k, t)$ of processor $Q$ contains the value $v_i(Q, k, t)$ at time $t$. If $w_i(Q, k, t) = 0$, the triple means nothing. A processor can write into at most one local register at each time step; hence, we can take $1 \leq k \leq T$. Note that these triples represent Boolean variables whose values are determined by the inputs to the PRAM.

In a similar fashion, we can represent the global memory locations by the triples $(a_g(k, t), v_g(k, t), w_g(k, t))$. In this case, the value of $k$ satisfies $1 \leq k \leq n + P(n)T(n)$, since at most $P(n)$ values can be written into the global memory at each time step.
We now discuss the transformation on the memory triples that has to take place during the execution of step \( t \) of the PRAM. Such transformation depends on the instruction being executed; hence, the circuit corresponding to step \( i \) should contain subcircuits simulating the different types of PRAM instructions that might arise. The particular instruction executed by processor \( Q \) at time \( t \) will be represented by the Boolean variable \( IC(Q, j, t) \), where \( 1 \leq j \leq s(Q) \) and \( s(Q) \) is the number of instructions of \( Q \)'s program. More precisely, \( IC(Q, j, t) = 1 \) if and only if \( Q \) executes the \( j \)th instruction at time \( t \). The remaining details will be provided in the proof of the following theorem.

**Theorem 10.10:** A restricted priority CRCW PRAM running in time \( T(n) \) and using \( P(n) \) processors can be simulated by a circuit of depth \( O(T(n)) \) and of size polynomial in \( P(n), n, \) and \( T(n) \).

**Proof:** All addresses of memory locations (local or global) and the values stored in these locations will be represented by the triples as described just before the statement of the theorem.

Let \( x_1, x_2, \ldots, x_n \) be the input stored in the first \( n \) locations of the global memory. Each \( x_i \) is padded out to \( L \) bits. At the start of the computation, we set \((a_k(0,0), v_k(0,0), w_k(0,0)) = (k, x_k, 1)\), for all \( 1 \leq k \leq n \). All other memory triples are set to \((0, 0, 0)\) for \( t = 0 \). Moreover, we set \( IC(Q, j, 0) = 0 \) for \( j \neq 1 \), and \( IC(Q, 1, 0) = 1 \). This assignment of the \( IC \) values implies that the instruction counter of each processor is set to 1.

We will carry out the simulation by showing how to realize the changes to the memory triples and \( IC \) bits after each step of the CRCW PRAM by a circuit of constant depth and polynomial size. The inputs of each such step are the memory triples \((a_k(Q, k, t), v_k(Q, k, t), w_k(Q, k, t))\) for \( 1 \leq k \leq T \) and \( 1 \leq PID(Q) = P(n), a_k(Q, k, t), v_k(Q, k, t), w_k(Q, k, t))\) for \( 1 \leq k \leq n + P(n)T(n) \) and \( IC(Q, j, t)\) for \( 1 \leq j \leq s(Q) \) and \( 1 \leq PID(Q) \leq P(n)\). The outputs are the updated values as required by the execution of step \( t \) of the PRAM algorithm.

A high-level description of the circuit that simulates one step of a processor is shown in Fig. 10.5. The main circuits required are those that realize the following tasks: (1) compute operands, (2) execute operation, (3) update \( IC \) values, (4) select result, and (5) update memory. We now consider each task separately.

We fix a processor \( Q \) and a time step \( t \).

1. **Compute operands:** The outputs of this particular subcircuit are the values of the operands needed to execute the next instruction. The value of an operand is equal to the content of the local register referred to by the instruction being executed by \( Q \) at time \( t \). Let \( op_1(Q, j) \) be the \( L \)-bit representation of the first operand in the \( j \)th instruction of the program of processor \( Q \). If the instruction has no operand, then set \( op_1(P, j) = 0 \). The value of the first operand can be expressed as

\[
\bigwedge_{j=1}^{T} \bigwedge_{k=1}^{PID(Q)} IC(Q, j, t) \land EQ(op_1(Q, j), a_k(Q, k, t)) \land v_k(Q, k, t) \land w_k(Q, k, t).
\]

The last Boolean product is computed bitwise over the bits of \( v_k(Q, k, t) \). \( EQ \) is a circuit that takes two \( L \)-bit words and generates 1 if and only if the two words are equal. An \( EQ \) circuit of constant depth and size \( O(L) \) can be easily constructed. The preceding expression can be realized by a constant-depth circuit of size \( O(s(Q)T(n)L) \). The second operand, if any, can be computed similarly.

2. **Execute operation:** The operation executed at a step is either an addition/subtraction, or a read from the local or the global memory, or a test
based on comparing two numbers. We have already sketched how to 
realize addition and comparison with constant-depth polynomial-sized 
circuits. Subtraction is similar to addition. We describe here the circuit 
needed to simulate a read from the global memory.

Recall that the values stored in the global memory are represented by 
the triples \((a_k(k, t), v_k(k, t), w_k(k, t))\), where \(1 \leq k \leq n + P(n)T(n)\), in 
the circuit. Hence, the subcircuit corresponding to a global read operation 
must identify the triple whose first component is the operand — 
say, \(a_0\) — computed in step 1, and must generate the corresponding 
\(L\)-bit value stored in that triple. This operation can be accomplished by 
the following Boolean expression:

\[
\bigvee_{k=1}^{n+P(n)} EQ(a_0, a_k(k, t)) \land w_k(k, t) \land v_k(k, t),
\]

where, as before, \(EQ\) is the circuit that reports whether two \(L\)-bit words 
are equal. Clearly, the circuit corresponding to a read from the global 
memory is of constant depth and of \(O((n + P(n)T(n))L)\) size.

3. Update IC values: The IC value is incremented unless the current 
instruction is a go to statement. Let \(G_m\) be the set of indices \(j\) such that 
the \(j\)th instruction of the program of \(Q\) is a go to \(m\) if \(cond_j\). Assume 
that the \((m - 1)sth\) instruction is not a go to statement. The other case 
can be dealt with similarly. Then,

\[
IC(Q, m, t + 1) = IC(Q, m - 1, t) \lor \bigcap_{j \in G_m} (IC(j, t) \land cond_j).
\]

Clearly, such a function can be realized with a constant-depth circuit of 
size \(O(s(Q))\).

4. Select result: As we have seen, there are several subcircuits constructed 
to execute all the possible operations. The purpose of this stage is to 
select appropriately the \(L\)-bit result, which will be denoted by \(res(Q, t)\). 
The particular instruction executed by \(Q\) at time \(t\) specifies the operation; hence, the index \(j\) for which \(IC(Q, j, t) = 1\) can be used to select the 
correct result. If the instruction loads a constant or the processor ID, 
the result is given trivially. Either way, the corresponding circuit is of 
constant depth and of size \(O(s(Q)L)\).

5. Update memory: Once the appropriate result is selected, all memory 
tripples needed to simulate step \(t + 1\) have to be generated. These triples 
will be the same as the triples given at the beginning of step \(t\) except for 
those triples whose first component is the address of the location written 
into at step \(t\). Let \(\alpha(Q, t)\) be the \(L\)-bit address of the result of the 
instruction executed by \(Q\) at time \(t\). Such a word can be deduced immediately 
from the instruction executed at this step, unless it is an indirect 
write instruction. In the latter case, we use the same type of subcircuit 
as the one used to compute the operands in step 1.

We almost have all the information needed to set the memory triples. 
The only item missing is the determination of a local versus global 
memory change.

Let \(\gamma(Q, t)\) be a Boolean function such that \(\gamma(Q, t) = 1\) if and only if \(Q\) 
stores the result in the global memory (at time \(t\)). We define the function 
\(\lambda(Q, t)\) for a local memory change in a similar fashion. Let \(C(Q)\) be the 
set of those instruction numbers that are global memory write instructions. 
Then,

\[
\gamma(Q, t) = \bigvee_{j \in C(Q)} IC(Q, j, t).
\]

The Boolean function corresponding to \(\lambda(Q, t)\) is similar. Both functions 
can be realized with constant-depth circuits of size \(O(s(Q))\).

We are ready to specify the local memory triples needed for step \(t + 1\). 
First, we set \(a(Q, k, t + 1) = a(Q, k, t)\) and \(v(Q, k, t + 1) = v(Q, k, t)\), 
for all \(1 \leq k \leq i\). As for the values \(w(Q, k, t + 1)\), they can be set to \(w(Q, k, t)\), 
except for those triples whose first component is equal to \(\alpha(Q, t)\), in 
which case the value of \(w(Q, k, t + 1)\) must be set to 0. We shall use 
k = \(i + 1\) to record the new values. That is, we set \(a(Q, i + 1, t + 1) = \alpha(Q, t), v(Q, i + 1, t + 1) = res(Q, t)\) 
and \(w(Q, i + 1, t + 1) = \lambda(Q, t)\). 

As for specifying the global memory triples, we have to adjust \(\gamma(Q, t)\) 
such that we force the priority-write assumption of the CRCW PRAM. 
More precisely, \(\gamma(Q, t)\) must be set to 0 if there is a lower indexed 
processor trying to write into the same location. By enforcing the priority-
write assumption, we can derive the following Boolean function:

\[
\gamma(Q, t) = \gamma(Q, t) \land \left( \bigvee_{j \in \text{PIDS}(\text{PIDS}(Q))} \gamma(S, t) \land EQ(\alpha(Q, t), \alpha(S, t)) \right).
\]

We can now incorporate the new values into the triple \(a(Q, n + tp + 
PIDS(Q), t + 1) = \alpha(Q, t), v(Q, n + tp(n) + PIDS(Q), t + 1) = res(Q, t)\) 
and \(w(Q, n + tp(n) + PIDS(Q), t + 1) = \gamma(Q, t)\). It is easy to check that 
the new memory triples can be implemented with a constant-depth 
circuit of size \(O((n + P(n)T(n))L)\).

The preceding circuitry is replicated \(T(n)\) times; hence, the resulting 
circuit will be of depth \(O(T)\) and of size polynomial in \(P(n), T(n)\) and \(n\). 
The output nodes of the circuit are specified from the global memory triples 
representing the output of the CRCW PRAM.

We now turn our attention to proving a lower bound on any circuit that 
computes the parity function.
10.4.2 LOWER BOUNDS FOR UNBOUNDED FAN-IN CIRCUITS

We start by stating an immediate corollary to Theorem 10.10, which will form the basis for establishing lower bounds for the priority CRCW PRAM.

Corollary 10.4: Suppose we are given a function \( f \) such that \( f \) can be computed in time \( T(n) \) on the restricted priority CRCW PRAM, using a polynomial number of processors. Then, there exists a polynomial-sized circuit of depth \( \mathcal{O}(T(n)) \) that can compute \( f \). \( \square \)

This corollary can be used to deduce lower bounds for the priority CRCW PRAM given lower bounds for circuits. Typically, it is less difficult to establish lower bounds for circuits, since they have a static structure. However, we should note that it is easy to obtain lower bounds for circuits. The task is still quite challenging, and known lower bounds require intricate techniques.

We next describe an algebraic approach to derive a lower bound for the circuit computing the parity function.

Approximators. Let \( f(x_1, x_2, \ldots, x_n) \) be a Boolean function to be realized by an unbounded fan-in circuit. This circuit can be used to obtain a polynomial \( p(x_1, \ldots, x_n) \) of smaller degree such that \( p \) can be viewed as an approximation to the function \( f \). More precisely, we define a \( \delta \)-approximator to be a polynomial \( p(x_1, x_2, \ldots, x_n) \) of degree \( \delta \) over the field \( \mathbb{Z}_3 = \{-1, 0, 1\} \) such that \( p \) takes the value 0 or 1 on all inputs from \( \{0, 1\}^n \). The error introduced by an approximator is the number of input settings from \( \{0, 1\}^n \) for which the values of \( f \) and \( p \) differ.

An approximator \( p_f \) represents \( f \) if no error is introduced by \( p_f \). That is, \( p_f \) is a polynomial in the variables \( x_1, x_2, \ldots, x_n \) with coefficients from \( \{-1, 0, 1\} \) such that \( p_f(x_1, x_2, \ldots, x_n) = f(x_1, x_2, \ldots, x_n) \), for all \( (x_1, x_2, \ldots, x_n) \in \{0, 1\}^n \). Note that the value of \( p_f \) at a particular point is computed over the field \( \mathbb{Z}_3 \).

EXAMPLE 10.5:
Consider the complement function \( f(x) = x' \). Then, \( p_f(x) = 1 - x \) represents \( f \), since \( p_f \) agrees with \( f \) on the inputs \( x = 0 \) and \( x = 1 \). More generally, if \( f(x_1, \ldots, x_n) = [g(x_1, \ldots, x_n)]' \) and \( p_g \) represents \( g \), then \( p_f = 1 - p_g \) represents \( f \). \( \square \)

EXAMPLE 10.6:
The Boolean AND function can be trivially represented by the polynomial \( p_{AND} = x_1 \ldots x_n \). In particular, the minterm \( m(x_1, \ldots, x_n) = x_{i_1} \ldots x_{i_j} \) can be represented by \( p_m = x_{i_1} \ldots x_{i_j}(1 - x_j) \ldots (1 - x_n) \).

EXAMPLE 10.7:
Consider the Boolean OR function \( f(x_1, \ldots, x_n) = x_1 + \ldots + x_n \). Then, using the representations of the complement and the Boolean product functions, we can deduce the representation \( p_f = 1 - (1 - x_1) \ldots (1 - x_n) \) of \( f \).

A \( \delta \)-approximator for \( f \) is given by \( p = 1 - (1 - x_1) \ldots (1 - x_6) \). This approximator disagrees with \( f \) on \( 2^n - 6 \) inputs settings (all input settings \( x_1 = x_2 = \ldots = x_6 = 0 \) and at least one \( x_j = 1, j > 6 \)). \( \square \)

Lemma 10.7: Let \( f(x_1, \ldots, x_n) \) be any Boolean function. Then, \( f \) can be represented by an \( n \)-th degree multilinear polynomial over the field \( \mathbb{Z}_3 = \{-1, 0, 1\} \).

Proof: Since \( f \) can always be written as the sum of minterms, we can use the facts illustrated in Examples 10.6 and 10.7 to obtain a polynomial representation for \( f \). We can make each term of \( p \) multilinear using the fact that \( x_i^2 = x_i \) for all \( 1 \leq i \leq n \), on all inputs from \( \{0, 1\}^n \). \( \square \)

Derivation of an Approximator from a Circuit. We are ready to show that a circuit of an arbitrary function \( f \) can be used to derive an approximator for \( f \). The degree and error of the approximator will depend on the size and the depth of the circuit.

Lemma 10.8: Let \( C \) be an unbounded fan-in circuit of depth \( d \) realizing a function \( f \) on \( n \) variables. Then, a \( (2^d)^{th} \)-approximator can be derived from \( C \) such that the error introduced by the approximator is at most \( \text{size}(C)2^n - 1 \), for any integer \( l \geq 1 \).

Proof: We will assign inductively an approximator with each subcircuit of \( C \) starting with the inputs and working upward level by level to the output gate. Such an assignment will be carried out in such a way that each subcircuit of height \( h \) will be assigned a \( (2^h)^{th} \)-approximator, which may introduce an additional error of at most \( 2^{n - l} \).

Let \( D \) be a subcircuit of \( C \) of height \( h \). Assume that we have already assigned \( (2^{h-1})^{th} \)-approximators to all the subcircuits feeding directly into the top gate of \( D \). The function assigned to \( D \) will depend on the top gate.

Let us begin with the easy case, where the top gate is a NOT gate. Let the circuit feeding into it be assigned the approximator \( g \). Then, assign the polynomial \( 1 - g \) to the subcircuit \( D \). Clearly, \( 1 - g \) is a \( (2^{h-1})^{th} \)-approximator, which introduces no additional error.
Assume that the top gate is an OR gate. We can reduce the case of an AND gate to the OR case by using NOT gates.

Let \( f_1, f_2, \ldots, f_k \) be the \((2^k)^{d-1}\)-approximators assigned to the subcircuits feeding into the output OR gate of \( D \). Consider a set of \( l \) polynomials \( g_i = \left\{ a_{ij} \right\}_{j=1}^{y_i} \) over \( Z_3 \), where \( a_{ij} \in \{0, 1\} \) and \( 1 \leq i \leq l \). Notice that the values of the \( g_i \)'s are always 0 or 1 for all inputs over \( Z_3 \). Assign the approximator \( f_0 = 1 - (1 - g_1)(1 - g_2) \cdots (1 - g_l) \) to the subcircuit \( D \). The polynomial \( f_0 \) is clearly a \((2^k)^{d}\)-approximator, since the degree of \( f_0 \) is \( \leq (2^k)^{d} \) and the output of \( f_0 \) is 0 or 1 for all inputs from \([0, 1]^n\). It remains to obtain an estimate on the error introduced by \( f_0 \).

Consider any input setting \( I \) for which the approximators \( f_1, f_2, \ldots, f_k \) generate the correct values. If the output of the top gate of \( D \) is 0, then we must have \( f_1(I) = f_2(I) = \cdots = f_k(I) = 0 \). This result implies that \( g_1(I) = g_2(I) = \cdots = g_l(I) = 0 \), regardless of the \( a_{ij} \)'s, and hence \( f_0(I) = 0 \) and no error is introduced in this case. Assume now that the output of the top gate of \( D \) is 1. Then, there exists an index \( f_0 \) such that \( f_0(I) = 1 \). Given any set of values \( a_{ij} \), where \( j \neq f_0 \), there exists a unique set \( I \) of values \( a_{1f_0}, a_{2f_0}, \ldots, a_{bf_0} \) that will force each \( g_i \) to be equal to 1—that is, will force \( f_0 = 0 \). Therefore, if we pick all the \( a_{ij} \in \{0, 1\} \) at random and independently of one another, the probability that \( f_0 = 0 \) on such an input is at most \( 2^{-l} \). This fact implies that the expected number of input values for which \( f_0 = 0 \) is at most \( 2^n - l \). Hence, there exists a set of values of the \( a_{ij} \)'s for which the corresponding \((2^k)^{d}\)-approximator introduces an error on at most \( 2^n - l \) input settings.

The proof of the lemma can be concluded as follows. Assign \((2^k)^{d}\)-approximators to the inputs of the circuit and perform the general assignment described previously, level by level. The output will be assigned a \((2^k)^{d}\)-approximator with at most \( \text{size}(C)2^{n-\frac{d}{2}} \) error, since each approximator of a subcircuit introduces at most \( 2^n - l \) error.

Setting \( l = \frac{1}{2^n} \), we obtain the following corollary.

**Corollary 10.5:** Any circuit \( C \) of depth \( d \) has a \( \sqrt{n} \)-approximator, which introduces an error on at most \( \text{size}(C)2^{n-\frac{n}{2}} \) input settings.

We now concentrate on the parity function.

**Approximators for the Parity Function.** Let \( \pi(x_1, x_2, \ldots, x_n) \) be the parity function on \( n \) variables. Corollary 10.5 implies that any circuit of depth \( d \) computing \( \pi \) can be used to deduce a \( \sqrt{n} \)-approximator that differs from \( \pi \) on at most \( \text{size}(C)2^{n-\frac{n}{2}} \). We show next that any \( \sqrt{n} \)-approximator of \( \pi \) will have to disagree with \( \pi \) on at least \( \frac{1}{2^n} \) input settings. This fact will be used to deduce a lower bound on \( \text{size}(C) \) as a function of \( d \).

**Lemma 10.9:** Let \( \pi(x_1, x_2, \ldots, x_n) \) be a \( \sqrt{n} \)-approximator for the parity function \( \pi(x_1, x_2, \ldots, x_n) \). Then, \( a \) and \( \pi \) have to disagree on at least \( \frac{1}{2^n} \) input settings for sufficiently large \( n \).

**Proof:** Recall that \( \pi(x_1, x_2, \ldots, x_n) \) is a polynomial over \( Z_3 = \{ \pm 1, 0 \} \) such that \( a \) maps \( \{ 0, 1 \} \) into \( [0, 1] \). We make the change of variables \( y_i = x_i + 1 \) for each \( i \). Note that, for \( x_i = 0 \), we have \( y_i = 1 \); for \( x_i = 1 \), we have \( y_i = -1 \). With this change of variables, \( \pi(y_1, y_2, \ldots, y_n) \) maps \( (-1, 1)^n \) into \((-1, 1)^n\). In addition, the parity function \( \pi(y_1, y_2, \ldots, y_n) \) is now a mapping from \((-1, 1)^n\) into \((-1, 1)^n\), which can be represented by the polynomial \( p_z(y_1, y_2, \ldots, y_n) = y_1y_2 \cdots y_n \).

Let \( G \subseteq \{-1, 1\}^n \) be the set of inputs on which \( a(y_1, \ldots, y_n) \) and \( p_z(y_1, \ldots, y_n) \) agree. We will continue with the proof of the lemma after we look at the following Claim and its Proof.

**Claim:** Let \( f \) be any function from \( G \) into \( \{-1, 0, 1\} \). Then, using the approximator \( a(y_1, \ldots, y_n) \), \( f \) can be represented by a multilinear polynomial \( p_f(y_1, y_2, \ldots, y_n) \) whose degree is at most \( \frac{n}{2} + \sqrt{n} \).

**Proof:** We extend \( f \) arbitrarily to \( f : \{-1, 1\}^n \rightarrow \{-1, 0, 1\} \). Let \( p_f \) be a polynomial representing \( f \). Then \( p_f \) can be expressed as a sum of terms such that each term is multilinear given that \( y^2 = 1 \) for any variable \( y \). Let \( c_1y_{i_1} \cdots y_{i_k} \), be a term of \( p_f \) such that \( c \neq 0 \). If \( s \leq \frac{n}{2} \), we will show how to replace this term with another term of degree at most \( \sqrt{n} \) + \( s \), such that both terms take on identical values on inputs from \( G \). Let \( \{i_1, i_2, \ldots, i_k\} = \{1, 2, \ldots, n\} - \{i_1, i_2, \ldots, i_s\} \). We replace \( c_1y_{i_1} \cdots y_{i_k} \) with the equivalent expression \( c_1y_{i_1} \cdots y_{i_s}y_{i_{s+1}} \cdots y_{i_k} \), again using the fact that \( y^2 = 1 \). But \( y_{i_1} \cdots y_{i_k} \) can be replaced with \( a \), since \( a \) is an approximator of \( p_f \) and they both agree on \( G \). The degree of the new term is clearly \( \sqrt{n} + s \). Making such substitutions for all terms of degree greater than \( s \) will result in a polynomial representing \( f \) of degree at most \( \frac{n}{2} + \sqrt{n} \). This result concludes the proof of the claim.

We now continue with the proof of Lemma 10.9. We have shown that each function \( f : G \rightarrow \{-1, 0, 1\} \) can be represented by a multilinear polynomial of degree \( \frac{n}{2} + \sqrt{n} \). The number of such functions is \( 3^{|G|} \). On the other hand, the number of multilinear terms of degree \( \leq \frac{n}{2} + \sqrt{n} \) is given by \( \frac{|G|^2 + \sqrt{n}}{2^{n/2}} = \frac{99772 + 2^{n/2}}{4900} \).

This implies that the number of all polynomials of these types of terms over \( Z_3 \) is \( < 3 \times 10^2 \), since each such polynomial is of the form \( \sum \beta_i m_i, \beta_i \in Z_3 \) and \( m_i \) is a multilinear term. Therefore, \( 3^{|G|} < 3 \times 10^2 \), which implies that \( |G| < 4900 \). We conclude that the number of input settings for which \( a \) and \( \pi \) have
to disagree is at least \(2^n - \frac{49}{50}2^n\). The proof of the lemma is now complete.

**Lower Bounds on the Parity Function.** We begin by deducing a lower bound on the size of any circuit computing the parity function in depth \(d\).

**Theorem 10.11:** Let \(C\) be any circuit of depth \(d\) that computes the parity function \(\pi(x_1, x_2, \ldots, x_n)\). Then, the size of \(C\) must satisfy \(\text{size}(C) \geq \frac{1}{50}2^\frac{1}{50}2^n\).

**Proof:** The circuit \(C\) can be used to obtain a \(\sqrt{n}\)-approximator for \(\pi\) that introduces at most size\((C)2^{n-\frac{1}{49}}\) error. On the other hand, by Lemma 10.9, this error must be at least \(\frac{1}{50}2^n\). Therefore size\((C)2^{n-\frac{1}{49}} \geq \frac{1}{50}2^n\), from which the theorem follows.

**Corollary 10.6:** Any polynomial size circuit that computes the parity function on \(n\) variables must have depth at least \(\Omega\left(\frac{\log n}{\log \log n}\right)\).

**Proof:** Suppose that \(C\) is a circuit that computes the parity function such that \(\text{size}(C) \leq n^k\), for some constant \(k\). Then, \(n^k \leq \frac{1}{50}2^{\frac{1}{49}}\), from which the lower bound on \(d\) follows.

We are now ready to state our main lower bound on the priority CRCW PRAM.

**Corollary 10.7:** A restricted priority CRCW PRAM computing the parity function of \(n\) variables with a polynomial number of processors requires at least \(\Omega\left(\frac{\log n}{\log \log n}\right)\) time.

**Proof:** Suppose that we are given a CRCW PRAM algorithm that computes the parity function of \(n\) variables in time \(T(n)\) using a polynomial number of processors \(P(n)\). By Theorem 10.10, we can construct a circuit \(C\) that computes the parity function such that the depth of \(C\) is \(O(T(n))\) and the size of \(C\) is polynomial in \(n\) (since \(P(n)\) is polynomial in \(n\)). Using Corollary 10.6, we obtain that \(T(n) = \Omega\left(\frac{\log n}{\log \log n}\right)\).

The lower bound on the time it takes to compute the parity function holds even on the ideal priority CRCW. The corresponding proof, however, is substantially more involved; refer to the bibliographic notes for references.

We can use our lower bound on computing the parity function to deduce a lower bound on the majority function, as shown by the next lemma.

**Lemma 10.10:** The majority function, defined by \(f_m(x_1, x_2, \ldots, x_n) = 1\) if and only if the number of 1's among \(x_1, x_2, \ldots, x_n\) is \(\geq \frac{n}{2}\), requires \(\Omega\left(\frac{\log n}{\log \log n}\right)\) time on the restricted priority CRCW PRAM, using a polynomial number of processors.

**Proof:** We shall use a reduction from the parity function to the majority function. That is, we shall provide an efficient way to compute the parity function by using an algorithm to compute the majority function.

Let \(l\) be any integer between 1 and \(n\). The threshold function is defined by \(t_l(x_1, x_2, \ldots, x_n) = 1\) if and only if there are at least \(l\) 1's among \(x_1, \ldots, x_n\).

Let \(z = (00\ldots011\ldots1)\) consisting of \(l\) consecutive 0's followed by \(n - l\) consecutive 1's. The majority function applied to the input \((x, z)\) generates 1 if and only if \(t_l(x_1, x_2, \ldots, x_n) = 1\). Hence, for each index \(l\), we can use an algorithm for the majority function to compute \(t_l(x_1, x_2, \ldots, x_n)\). In particular, \(n\) parallel applications of the majority algorithm will generate the functions \(t_l(x_1, x_2, \ldots, x_n)\), for all \(1 \leq l \leq n\).

Let \(e_l(x_1, x_2, \ldots, x_n) = t_l(x_1, x_2, \ldots, x_n) \land (t_{l+1}(x_1, x_2, \ldots, x_n))^\top\)

for all odd indices \(1 \leq l \leq n\), assuming, without loss of generality, that \(n\) is even. It is clear that, once all the threshold functions are generated, the functions \(e_l\)'s can be obtained in \(O(1)\) parallel steps, using \(n\) processors. In particular, the parity function can be expressed as \(\pi = e_1 \lor e_3 \lor e_5 \lor \ldots \lor e_{n-1}\). Therefore, we can compute the parity function, by using \(n\) applications of the majority algorithm, plus \(O(1)\) steps, using \(n\) processors. It follows that, with a polynomial number of processors, the running time of the corresponding parity-function algorithm is bounded by the running time of the majority algorithm, and thus the corollary follows.

The parity function can be reduced to several other important problems. Some of these reductions are left to Exercises 10.20 and 10.21.

10.5 Introduction to P-Completeness

We have described throughout this book many techniques to design efficient parallel algorithms for a large variety of problems. Our implicit goal has been to develop PRAM algorithms that are very fast; that is, the algorithms run in \(O(\log^k n)\) time for some small fixed constant \(k\), and use a total number of operations comparable to the time complexity of the best known sequential algorithm. Recall from Section 1.5 that the performance of such algorithms can be expressed in the time-processors framework as follows.
Let $T(n)$ and $W(n)$ be, respectively, the running time and the total number of operations of the parallel algorithm. With $p$ processors, the parallel algorithm runs in $O\left(\frac{W(n)}{p} + T(n)\right)$ time (by Brent’s scheduling principle). Therefore, the parallel algorithm runs roughly $p$ times faster than the best known sequential algorithm, as long as $p$ is not too large. Problems solvable by this type of algorithms are clearly ideal for parallel processing.

We are not always so lucky. Other problems seem to exhibit different degrees of “parallelizability” as a function of the associated cost.

### 10.5.1 WHEN IS A PROBLEM PARALLELIZABLE?

Unlike the problems discussed so far in this book, many other problems appear to be much less amenable to parallel processing, even with the presence of a relatively large number of processors. An interesting avenue to take would be to classify problems according to a certain well-defined notion of parallelizability. Such a notion is complicated by the fact that we have to deal with at least two parameters simultaneously—time and number of processors. Let us consider the following two extremes.

1. A problem can be defined to be parallelizable if it can be solved faster as we increase the number of processors within a certain range—say, $1 \leq p \leq o(n)$—where $o(n)$ is an increasing function of $n$. Optimality is achieved if the parallel algorithm is $\Theta(p)$ times faster than the best known sequential algorithm within the given range of $p$.

   For the optimal algorithms described in this book, the range of $p$ is given by $1 \leq p \leq \frac{n}{\log^k n}$, for some fixed constant $k$. This intuitive notion is appealing as long as the range of $p$ is large. However, when $o(n)$ is small, it becomes less clear why such a problem should be viewed as parallelizable, since no gain can be achieved beyond $p = o(n)$.

2. A problem can be defined to be parallelizable if it can be solved extremely fast with a reasonable number of processors. An algorithm will be considered to be extremely fast if its running time is polylogarithmic—that is, $O(\log^k n)$ for some fixed constant $k$. We now have to define what we mean by a reasonable number of processors. We can borrow our definition from circuit complexity, where the circuit model itself can be used as a model for parallel computation. In the circuit model, a reasonable amount of hardware is used when the size of the circuit is polynomial in the input length. Therefore, we can define a parallelizable problem to be a problem that can be solved in polylogarithmic time, using a polynomial number of processors. Clearly, this notion captures the desire to obtain dramatic speedups at a certain cost.

The complexity class NC, to be introduced more formally later, consists of all the problems that can be solved by polylogarithmic-time algorithms on a PRAM, using a polynomial number of processors. Given our earlier simulation results (Section 10.1), the class NC remains invariant under our various PRAM models. It follows that a problem not in NC cannot be solved extremely quickly with a polynomial number of processors.

As the following example shows, however, the fact that a problem belongs to the class NC does not necessarily imply that some speedup is possible, given a certain number of processors.

**EXAMPLE 10.8:**

We can solve the problem of identifying a breadth-first search tree of an undirected graph $G = (V, E)$ by using the shortest-paths algorithm described in Section 5.5. Let $|V| = n$ and $|E| = m$. Then, the corresponding parallel algorithm runs in $O(\log^2 n)$ time, using $O(M(n) \log n)$ operations, where $M(n)$ is the sequential complexity of $n \times n$ matrix-multiplication. Therefore, this problem is in NC. Let us now express the complexity bounds of the parallel algorithm in the time-processors framework. If we use the standard (and practical) matrix-multiplication algorithm, the parallel algorithm will run in $O\left(\frac{n \log^2 n}{p} + \log^2 n\right)$ time with $p$ processors. The best known sequential algorithm, which runs in $O(m + n)$ time, is faster than the parallel algorithm for all values of $p$ satisfying $p = o(n \log n)$ even if the graph is dense.

Example 10.8 suggests that we have to be careful in interpreting the fact that a problem is in NC. Our intention in this section is to provide strong evidence that some of the important problems are not in NC, implying that no dramatic speedups are possible with any polynomial number of processors.

We next introduce three of these problems.

### 10.5.2 ORDERED DEPTH-FIRST SEARCH

Let $G = (V, E)$ be a directed graph represented by its adjacency lists; that is, we have a list $Adj(v)$ containing all the nodes $u$ such that $(v, u) \in E$, for each vertex $v$. Given a starting vertex $s$, we perform a depth-first traversal of $G$ by visiting all the nodes of $G$, using the following procedure. Begin by visiting $s$. Let $v$ be an arbitrary vertex. When visiting $v$ for the first time, we mark $v$ as visited. Next, we pick the first unvisited vertex $u$ on the list $Adj(v)$, if such a vertex exists, and we then apply the search procedure at $u$. If no such vertex exists, the search procedure at $v$ terminates, and the search resumes at the last vertex visited before $v$. Each vertex $v$ is assigned a number $dfs(v)$ indicating its
order in the depth-first search of \( G \). Figure 10.6 shows a graph with the corresponding numbering.

Depth-first search is an important technique for designing efficient sequential algorithms on graphs. It can be implemented easily in linear time. Later, we shall show that ordered depth-first search is probably outside the class \( \mathcal{NC} \), and hence it is unlikely that ordered depth-first search can be solved by a polylogarithmic-time algorithm, using a polynomial number of processors. However, optimality can be achieved when the number of processors belongs to a certain range, as stated in Exercise 10.22.

### 10.5.3 Maximum Flow

A network is a directed graph \( N = (V, A) \) with two distinguished vertices, the source \( s \) and the sink \( t \), such that each arc \( e \) is labeled with a positive integer \( c(e) \), called the capacity of \( e \). A flow \( f \) in a network \( N \) is an integer-valued function \( f \) defined on the set of arcs such that

1. \( 0 \leq f(e) \leq c(e) \), for all arcs \( e \) (capacity constraint).
2. \( \sum f(u, v) = \sum f(v, w) \), for every node \( v \in V - \{s, t\} \) (conservation constraint).

This type of network can be used to model transportation problems in which commodities are shipped from a source to a destination. The capacity is then the maximum rate at which commodity can be transported. The first constraint states that no commodity flow can exceed the capacity; the second constraint states that the sum of the flow on all incoming arcs to an arbitrary node \( v \neq s, t \) is equal to the sum of the flow on all outgoing arcs.

Let \( f^+(v) = \sum f(v, w) \) and \( f^-(v) = \sum f(u, v) \). The value of a flow \( f \) is equal to \( \text{val}(f) = f^+(s) - f^-(s) \). Because of the conservation constraint, the value of the flow has to appear at the sink and hence \( \text{val}(f) = f^+(t) - f^+(t) \).

A flow is maximum if \( \text{val}(f) = \text{val}(f') \) for any other flow \( f' \) in \( N \). Figure 10.7 shows an example of a network and a corresponding maximum flow.

The problem of network flows has been studied extensively in the past 40 years. We note here only that several efficient algorithms with running

---

**FIGURE 10.6**
Graph for ordered depth-first search. (a) A directed graph with the arcs numbered according to their order of appearance on the adjacency lists. (b) The depth-first search numbers of the vertices, with \( a \) as the starting vertex.

**FIGURE 10.7**
Network and corresponding maximum flow. (a) A network with the edge capacities. (b) A maximum flow of value 6.
of time $O(n^3)$ or faster are known (see bibliographic notes). As for the parallel complexity of this problem, there are no known polylogarithmic-time algorithms using a polynomial number of processors that solve the general network-flow problem. Again, we shall provide strong evidence that no such parallel algorithms exist.

### 10.5.4 LINEAR PROGRAMMING

We encountered the special version of linear programming with two variables when we studied intersections of convex sets (Section 6.2). In general, we are supposed to optimize a linear function subject to a set of linear constraints. One possible formulation is given next:

\[
\text{Minimize } \sum x_i c_i \\
\text{Subject to} \\
Ax \leq b \\
x_i \geq 0, \ 1 \leq i \leq n
\]

Linear programming is of fundamental importance in both theory and practice. Polynomial-time algorithms have been discovered recently that solve the general linear-programming problem. However, as in the previous two examples, linear programming is likely to lie outside the class $NC$, and hence dramatic speed-ups are unlikely if we use a polynomial number of processors.

We are now ready to introduce more formally the class $NC$ and its randomized version $RNC$.

### 10.5.5 THE CLASSES NC AND RNC

Complexity classes are typically defined in terms of languages. A language $L$ is simply a subset of strings over the alphabet $\{0, 1\}^*$. An algorithm to recognize a language $L$ takes an arbitrary string $x \in \{0, 1\}^*$ and determines whether or not $x$ is in $L$. Clearly, the language-recognition problem is a decision problem whose answer is either yes or no.

We would like to deal with language-recognition problems, since the theory is simpler and the details omitted are superfluous to the theory. We can easily associate decision problems with any computational problem. For example, we can convert the maximum-flow problem into a decision problem by asking whether the $i$th bit of the maximum flow value is $1$ or $0$. In general, a computational problem is at least as difficult to solve as any decision problem associated with it. Hence, evidence indicating that a decision problem is not parallelizable can be used to show that the computational problem itself is not parallelizable.

The class $NC$ is defined to be the set of all languages $L$ such that, on all inputs of length $n$, $L$ can be recognized by a PRAM algorithm running in $O(\log^k n)$ time, using a polynomial number of processors, where $k$ is a constant that does not depend on $n$. Similarly, the class $RNC$ is the set of all languages that can be recognized by a randomized PRAM algorithm in polynomial time using a polynomial number of processors. As we saw in Chapter 9, there are two general types of randomized algorithms, Las Vegas and Monte Carlo, each of which gives rise to its own randomized $NC$ class.

All the problems discussed in the previous chapters belong to the class $NC$, except for the maximum-matching problem, which was shown to be in $RNC$. In what follows, we restrict our attention to the class $NC$. The notions introduced for the class $NC$ can also be adapted to the class $RNC$.

The Classes $P$ and $NC$. Let $P$ be the class of all languages that can be recognized by a deterministic Turing machine within a polynomial number of steps. The class $P$ remains invariant under various models of sequential computations, and, in particular, $P$ can be defined as the class of all problems that can be solved on a RAM in polynomial time. The class $P$ is universally accepted to represent the class of all the problems that can be solved efficiently on a sequential processor.

There is an intriguing relationship between the classes $P$ and $NC$. On one hand, we can see that $NC \subseteq P$ by converting $NC$-algorithms into sequential algorithms in the obvious way. A fundamental problem in complexity theory is whether or not $P \subseteq NC$. The popular wisdom seems to suggest that $P \not\subseteq NC$, and hence there are problems in $P$ that cannot be solved quickly in parallel with a polynomial number of processors. The class of $P$-complete problems, to be introduced shortly, consists of the most likely candidates of $P$ that are not in $NC$. As in the case of $NP$-complete problems, the notion of reducibility is of utmost importance.

The Reducibility Notion. Let $L_1$ and $L_2$ be two languages. The language $L_1$ is $NC$-reducible to the language $L_2$ if there exists an $NC$-algorithm that transforms an arbitrary input $u_1$ for $L_1$ into an input $u_2$ for $L_2$ such that $u_1 \in L_1$ if and only if $u_2 \in L_2$.

Note that the notion of reducibility is not symmetric, and that an arbitrary instance of $L_1$ is transformed into a potentially special instance of $L_2$. The existence of the $NC$ transformation implies an algorithm for recognizing $L_1$ given any algorithm for recognizing $L_2$. In particular, we have the following lemma.
Lemma 10.11: Let \( L_1 \) and \( L_2 \) be two languages such that \( L_1 \) is NC-reducible to \( L_2 \). Then, \( L_2 \in NC \rightarrow L_1 \in NC \).

Proof: Since \( L_1 \) is NC-reducible to \( L_2 \), there exists an NC-algorithm \( A \) that transforms an arbitrary input \( u_1 \) for \( L_1 \) into an input \( u_2 \) for \( L_2 \) such that \( u_1 \in L_1 \) if and only if \( u_2 \in L_2 \). Let \( u_1 \) be an arbitrary input of \( L_1 \). To determine whether \( u_1 \in L_1 \), we use the following procedure. Apply \( A \) to \( u_1 \), and let \( u_2 \) be the resulting input for \( L_2 \). Since \( L_2 \in NC \), apply the corresponding NC-algorithm to determine whether \( u_2 \in L_2 \). We can now immediately decide whether or not \( u_1 \in L_1 \), since \( u_1 \in L_1 \) if and only if \( u_2 \in L_2 \). The resulting procedure is clear in NC.

Another important fact about NC-reducibility, the proof of which is left to Exercise 10.26, is stated in the next lemma.

Lemma 10.12: If \( L_1 \) is NC-reducible to \( L_2 \), and \( L_2 \) is NC-reducible to \( L_3 \), then \( L_1 \) is NC-reducible to \( L_3 \); that is, NC-reducibility is transitive.

The Notion of P-Completeness. We now come to the central notion of P-completeness. A language \( L \) is P-complete if (1) \( L \in P \), and (2) every language in \( P \) is NC-reducible to \( L \). From this definition, we can immediately deduce the following fact.

Lemma 10.13: Let \( L \) be a P-complete problem. If \( L \in NC \), then \( NC = P \).

We will show next that CVP is P-complete. Since this is our first P-complete problem, the proof has to show that an arbitrary language \( L \in P \) is NC-reducible to CVP.

Theorem 10.12: CVP is P-complete.

Proof: Given the sequence \( C = \{g_1, g_2, \ldots, g_n\} \) and a set of input values, the values computed at the gates \( g_i \)'s can be determined consecutively, starting with \( g_1 \) and proceeding with \( g_2, g_3, \ldots, g_n \). Hence, the output value can be determined in \( O(n) \) sequential time, which implies that CVP is in \( P \).

We show next that, given an arbitrary \( L \in P \), \( L \) is NC-reducible to CVP. That is, we provide an NC-algorithm that takes an arbitrary instance \( I_L \) of the language \( L \) and maps \( I_L \) into an instance \( I_{CVP} \) of CVP such that \( I_L \) has a yes answer if and only if \( I_{CVP} \) has a value 1.

Since \( L \in P \), there exists a one-tape deterministic Turing machine \( M \) that accepts \( L \) in polynomial time \( T(n) \), whenever the input is of size \( n \). Without loss of generality, we can assume that the input bits appear in \( n \) consecutive tape cells numbered 1 to \( n \), and all other cells are initially blank. The tape head is initially scanning cell 1 and, after \( T(n) \) steps, the output is written into cell 1. Let \( Q = \{q_1, \ldots, q_m\} \) be the set of states of \( M \) such that \( q_1 \) is the initial state, and let \( \Sigma = \{a_1, \ldots, a_m\} \) be the tape alphabet. The state-transition function is given by \( \delta : Q \times \Sigma \rightarrow Q \times \Sigma \times \{L, R\} \). We shall show how to construct a Boolean circuit \( C \) such that the value of \( C \) is 1 if and only if \( M \) accepts \( L \) (that is, cell 1 contains 1 at time \( T(n) \)).

The circuit \( C \) will be defined by the following Boolean functions:

1. \( H(i, t) \), such that \( H(i, t) = 1 \) if and only if the head scans cell \( i \) at time \( t \), for \( 1 \leq i \leq T(n) \) and \( 0 \leq t \leq T(n) \).
2. \( C(i, j, t) \), such that \( C(i, j, t) = 1 \) if and only if cell \( i \) contains character \( a_j \) at time \( t \), for \( 1 \leq i \leq T(n) \), \( 1 \leq j \leq s \) and \( 0 \leq t \leq T(n) \).
3. \( S(k, t) \), such that \( S(k, t) = 1 \) if and only if the state of \( M \) is \( q_k \) at time \( t \), \( 1 \leq k \leq s \) and \( 0 \leq t \leq T(n) \).

The circuit will consist of \( T(n) \) levels, such that level \( i \) contains the gates computing the functions \( H(i, l), C(i, j, l), \) and \( S(k, l) \), for all \( 1 \leq i \leq T(n), 1 \leq j \leq m \) and \( 1 \leq k \leq s \). Hence, the number of gates at each level is \( O(T(n)) \), since \( s \) and \( m \) depend on only the Turing machine \( M \). We start by specifying \( H(i, 0), C(i, j, 0) \) and \( S(k, 0) \), which define the inputs to our circuit. We then show how to express \( H(i, t + 1), C(i, j, t + 1) \) and \( S(k, t + 1) \) in terms of \( H(i, t), C(i, j, t) \) and \( S(k, t) \), using the specification of the Turing machine \( M \). These expressions will give us a proper description of our circuit in the required format.
For \( t = 0 \), the tape head is scanning cell 1, the input bits are stored in cells \( 1 \) up to \( n \), and \( M \) is in state \( q_f \). The Boolean functions \( H(i, 0), C(i, j, 0) \) and \( S(k, 0) \) encode these facts and provide the inputs to our circuit \( C \) as follows:

\[
\begin{align*}
H(i, 0) &= \begin{cases} 1 & \text{if } i = 1; \\ 0 & \text{otherwise}. \end{cases} \\
C(i, j, 0) &= \begin{cases} 1 & \text{if cell } i \text{ contains initially } a_j; \\ 0 & \text{otherwise}. \end{cases} \\
S(k, 0) &= \begin{cases} 1 & \text{if } k = 1; \\ 0 & \text{otherwise}. \end{cases}
\end{align*}
\]

We now specify each of \( H(i, t + 1) \), \( C(i, j, t + 1) \) and \( S(k, t + 1) \) separately.

Let \( I_R = \{(k, j) \mid \delta(q_k, a_j) = (\ast, \ast, R)\} \) and \( I_L = \{(k, j) \mid \delta(q_k, a_j) = (\ast, \ast, L)\} \). That is, \( I_R \) consists of all pairs \((q_k, a_j)\) that cause \( M \) to move its head right, and \( I_L \) consists of all pairs that cause \( M \) to move its head left. Now, \( H(i, t + 1) \) can be defined as follows:

\[
H(i, t + 1) = H(i, t - 1, t) \sum_{(k, j) \in I_R} C(i - 1, j, t)S(k, t) \\
+ H(i, t + 1, t) \sum_{(k, j) \in I_L} C(i + 1, j, t)S(k, t),
\]

where \( + \) and \( \Sigma \) indicate Boolean sums, and juxtaposition indicates Boolean product.

It is clear that \( H(i, t + 1) \) can be expressed by a sequence of AND and OR gates of length \( O(\log n) \), which is constant. Clearly, all \( H(i, t) \)'s can be generated in \( O(1) \) time, using \( O(T^2(n)) \) processors.

We next consider \( C(i, j, t + 1) \). Recall that \( C(i, j, t + 1) \) represents the fact that cell \( i \) contains \( a_j \) at time \( t + 1 \). Hence, \( C(i, j, t + 1) = 1 \) if either cell \( i \) contains \( a_j \) and the tape head does not scan cell \( i \) at time \( t \) or the tape head writes \( a_j \) in cell \( i \) at time \( t + 1 \). Hence,

\[
C(i, j, t + 1) = H(i, t)C(i, j, t) + H(i, t) \sum_{(k, j') \in I_R \times I_L} C(i', j'), t)S(k, t).
\]

As in the case of \( H(i, t + 1) \), the function \( C(i, j, t + 1) \) can be expressed by a constant-length sequence of AND and OR gates. And all the functions \( C(i, j, t) \)'s can be generated in \( O(1) \) time, using \( O(T^2(n)) \) processors.

We finally consider \( S(k, t + 1) \). Let \( I_k = \{(k', j) \mid \delta(q_k, a_j) = (q_k, \ast, \ast)\} \). Then, \( S(k, t + 1) \) can be expressed as follows:

\[
S(k, t + 1) = \sum_{l \leftarrow S(T(n)(k', j)) \in I_k} S(k', t) \land H(l, t) \land C(i, j, t).
\]

Hence, the function \( S(k, t + 1) \) can be expressed by a sequence of AND and OR gates of length \( O(T(n)) \). Such a sequence can be generated in \( O(\log n) \) time, using \( O(T^2(n)) \) processors.

The value of the circuit will be given by \( C(1, \ast, T(n)) \). From the preceding description, it is clear that the sequence defining the circuit \( C \) can be generated by an NC-algorithm, since \( T(n) \) is a polynomial in \( n \). The output of \( C \) is 1 if and only if \( M \) recognizes \( L \). Since \( L \) is an arbitrary language in \( P \), it follows that \( CVP \) is \( P \)-complete.

As we shall see in Section 10.5.6, \( CVP \) and several of its variations provide a powerful tool for establishing the \( P \)-completeness of many other problems. We shall look quickly at several variations that are needed for Section 10.5.6.

- **Monotone circuit value problem (MCVP):** Given a Boolean circuit constructed of AND and OR gates only, and a specified set of inputs and their complements, determine whether the value of the circuit is 1.
- **NOR circuit value problem (NOR-CVP):** Given a Boolean circuit \( C = (g_1, \ldots, g_n) \) such that \( g_i \) is either an input equal to 1 or \( g_i = -\neg(g_i \lor g_k) \) for some \( j \), \( k < i \), determine whether the output of \( C \) is equal to 1.
- **Fan-out-2 monotone circuit value problem (MCVP2):** We are given a monotone Boolean circuit \( C = (g_1, \ldots, g_n) \) using AND and OR gates only such that the fan-out of each internal gate is at most 2, the fan-out of each input is at most 1, and \( g_i \) is an output OR gate. We are also given a specified set of inputs and their complements. We then wish to determine whether the value of the output is equal to 1.

**Theorem 10.13:** The problems MCVP, NOR-CVP, and MCVP2 are all \( P \)-complete.

**Proof:** We prove only that MCVP is \( P \)-complete. The simple proofs for NOR-CVP and MCVP2 are left to Exercises 10.27 and 10.28.

Clearly, MCVP is in \( P \). In our proof of Theorem 10.12, the only place we used negation was in deriving the expression for \( C(i, j, t + 1) \). Clearly, \( H(i, t) = \sum_{l \in s(T(n))} H(l, t) \), since the tape head has to scan a cell at time \( t \). Otherwise, the proof holds as before, and therefore MCVP is \( P \)-complete.

**10.5.6 A SAMPLE OF \( P \)-COMPLETE PROBLEMS**

Now that we have shown that CVP and several of its variations are \( P \)-complete, the task of establishing the \( P \)-completeness of additional problems is made easier by the following fact.

**Lemma 10.14:** Let \( L \) be a language that is known to be \( P \)-complete. If \( L \) is NC-reducible to another language \( L' \in P \), then \( L' \) is also \( P \)-complete.
We consider the problems of ordered depth-first search, maximum flow, and linear programming discussed earlier. We associate with them the following decision problems.

- **Ordered depth-first search (ordered DFS):** Given a directed graph \( G = (V, E) \) specified by fixed adjacency lists and three vertices \( s, u \) and \( v \), determine whether vertex \( u \) is visited before vertex \( v \) in the depth-first traversal of \( G \) starting at \( s \).

- **Maximum flow (MAXFLOW):** Given a network with integer-valued capacities and two distinguished vertices, the source \( s \) and the sink \( t \), determine whether the value of the maximum flow is odd.

- **Linear inequalities (LI):** Given an \( n \times m \) matrix, and an \( n \)-dimensional vector \( b \), all entries being integers, determine whether there exists a rational vector \( x \) such that \( Ax \leq b \).

Our next goal is to show that ordered DFS, MAXFLOW, and LI are \( P \)-complete.

**Ordered Depth-First Search.**

**Theorem 10.14:** Ordered DFS is \( P \)-complete.

**Proof:** We shall show an \( NC \)-reduction from the \( P \)-complete problem NOR-CVP to ordered DFS. Since we already know that ordered DFS is in \( P \), such a reduction will establish the theorem.

Let \( C = (g_1, g_2, \ldots, g_n) \) be an arbitrary instance of the NOR-CVP problem. We shall construct a directed graph \( G \) with three special vertices \( s, u \), and \( v \), such that the output of \( C \) is 1 if and only if \( dfs(u) < dfs(v) \) for an ordered DFS of \( G \) starting at \( s \).

The graph \( G \) consists of a chain of \( n \) components \( G_i \) such that \( G_i \) is associated with node \( g_i \) of the circuit \( C \). A component \( G_i \) will share some vertices with other components. There will be two possible ways to traverse a component \( G_i \) in a depth-first traversal of \( G \) corresponding to whether the value of \( g_i \) is 1 or 0. In other words, the value of \( g_i \) will uniquely determine the manner in which \( G_i \) is traversed, and, conversely, a traversal of \( G_i \) will uniquely determine the value of \( g_i \).

We start with the input nodes—that is, all the \( g_i \)'s whose initial values are equal to 1 (recall that all inputs are equal to 1 in an instance of NOR-CVP). Let \( g_1 \) be such a node, and let \( g_1, g_2, \ldots, g_n \) be the nodes of \( C \) in which \( g_i \) appears as input. The component \( G_1 \) is shown in Fig. 10.8. The number next to an edge indicates the edge's rank in the adjacency list of the corresponding vertex. No number is indicated whenever there is only one edge emanating from a vertex. Note that, if \( i = 1 \), then the node labeled by \( exit(i - 1) \) does not exist.

![Figure 10.8](image)

Suppose now that \( g_i \) is not an input node. Then, we must have \( g_i = \neg(g_j \lor g_k) \), for some \( j, k < i \). As before, let \( g_j, g_k, \ldots, g_i \) be the nodes that have \( g_i \) as an input. The component \( G_i \) associated with \( g_i \) is shown in Fig. 10.9. A number beside an arc denotes that arc's order in the adjacency list of its vertex. Since \( j, \ldots, k \) are each larger than \( i \), the components \( G_1, \ldots, G_k \) will appear later in the chain, such that \( G_k \) contains the vertex \((i, j_j)\) for \( 1 \leq j \leq k \). In addition, the vertices \((j, i)\) and \((k, i)\) have already appeared in the components \( G_j \) and \( G_k \). These facts are illustrated in Fig. 10.10. The overall structure of \( G \) is shown in Fig. 10.11. Remember that the components \( G_i \)’s share vertices, a fact that is not illustrated in the latter figure.

Let \( s = \text{enter}(1) \). We are ready to prove the following claim.

**Claim:** An ordered depth-first traversal of \( G \) starting at \( s \) induces a numbering such that, for each \( 1 \leq i \leq n \), \( dfs(s(i)) < dfs(t(i)) \) if and only if the value of node \( g_i \) is equal to 1.

**Proof of the Claim:** We prove a slightly stronger result than the one claimed. Since our proof will use induction, we give a precise statement of the induction hypothesis.
**Induction Hypothesis:** If the value of node $g_i$ is equal to 1, then $dfs(s(i)) < dfs(t(i))$ and, on $enter(i)$ being visited, the path taken from $s(i)$ to $t(i)$ must be as shown in Fig. 10.12. If the value of node $g_i$ is equal to 0, then $dfs(s(i)) > dfs(t(i))$ and, on $enter(i)$ being visited, the path taken from $t(i)$ to $s(i)$ must be as shown in Fig. 10.13.

The base case $i = 1$ corresponds to the input node $g_1$. Clearly, the depth-first traversal of $G_1$ starting at $s$ forces $dfs(s(1)) < dfs(t(1))$ and the appropriate path to be taken (since the value of $g_1$ is 1). Hence, the induction hypothesis holds for the base case.

Assume that the induction hypothesis holds for all indices less than $i$. Let $g_i = \neg(g_j \lor g_k)$ (if $g_i$ is an input node, then the proof is simple). If the value of $g_i$ is equal to 1, then we must have $g_j = g_k = 0$. By the induction hypothesis, we have $dfs(s(j)) > dfs(t(j))$, and the path taken on $enter(j)$ being visited follows the pattern indicated in Fig. 10.13. In particular, vertex $(j, i)$ is not visited during this traversal. Similarly, vertex $(k, i)$ is not visited during the initial traversal of $G_k$. Therefore, on entering component $G_k$, we must take the path indicated in Fig. 10.12. Hence, the induction hypothesis holds for this case.

If the value of $g_i$ is equal to 0, then either $g_j = 1$ or $g_k = 1$. Suppose $g_j = 1$. By the induction hypothesis, the path taken during the traversal of $G_j$ must follow the pattern indicated in Fig. 10.12. In particular, vertex $(j, i)$ is visited during the initial traversal of $G_j$. Therefore, on visiting $enter(j)$, we must follow the path indicated in Fig. 10.13, and the induction hypothesis holds in this case as well. This result establishes the claim.

Let $u = s(n)$ and $v = s(n)$. Using the claim, $g_n = 1$ if and only if $dfs(u) < dfs(v)$, and the proof of the theorem is complete, since the construction can be carried out easily by an NC-algorithm.

**The Maximum Flow Problem.** Our next P-completeness result concerns the MAXFLOW problem. Before establishing this result, we need to introduce a well-known characterization of maximum flow in terms of augmenting paths.

Let $N = (V, A)$ be a network with $s$ and $t$ as the source and the sink, respectively. The capacity of an edge $(u, v)$ will be denoted by $c(u, v)$. Let $f$ be a flow in $N$. We would like to determine whether it is possible to augment the
The structure of the overall graph G associated with a circuit C. Various components may share vertices. An arc inside a box may represent a path between enter(i) and s(i).

Figure 10.12
The path taken on visiting enter(i), whenever g_i has the value 1.

Example 10.9:
Figure 10.14(a) shows a network N, together with the edge capacities, and a given flow f. The notation a/b means that the edge capacity is a and the value of the flow is b. The network N has the augmenting path (s, u, v, w, t) whose edges are all forward, except for (v, u), which is a backward edge. Using this augmenting path, we can increase the value of the flow by 1 as indicated in Fig. 10.14(b). There is no augmenting path with respect to the new flow in N, which implies that the flow is maximum.

We state without proof the following fundamental theorem.

Theorem 10.15: A flow f in a network N = (V, A) is maximum if and only if there is no augmenting path with respect to f.

Theorem 10.15 can be used as the basis of a polynomial-time sequential algorithm to compute the maximum flow in an arbitrary network. Refer to the bibliographic notes for the details.

We are now ready for our next theorem.

Theorem 10.16: MAXFLOW is P-complete.

Proof: We have already observed that MAXFLOW is in P. We now describe an NC-reduction of MCVP2 to MAXFLOW.
Let a circuit $C$ and a specified set of inputs be an instance of MCVP2. We shall construct a network $N = (V, A)$ such that the maximum flow in $N$ is odd if and only if the output of $C$ is equal to 1. In addition, $N$ can be constructed from $C$ by an NC-algorithm.

To make the description of $N$ simpler, we denote the sequence defining $C$ by $C = (g_0, \ldots, g_n)$, where $g_n$ is the output OR gate. The structure of the network $N$ will be almost identical to that of the directed acyclic graph representing the circuit $C$, except for two additional vertices $s$ and $t$ and the arcs incident on them.

More precisely, the set $V$ of vertices consists of $\{0, 1, \ldots, n\} \cup \{s, t\}$, where $s$ and $t$ are the two distinguished vertices representing the source and the sink of $N$, respectively. Vertex $t$ corresponds to node $g_i$ of $C$, for $0 \leq i \leq n$. The set $A$ of arcs is defined as follows:

1. For each input node $g_i$ of $C$, we have two arcs $(s, i)$ and $(i, s)$ with the following capacities: $c(i, i) = 2^i$ and 
   
   $$c(s, i) = \begin{cases} 2^i & \text{if } g_i = 1; \\ 0 & \text{otherwise.} \end{cases}$$

   Figure 10.15(a) illustrates the arcs corresponding to the two inputs $g_i$ and $g_j$.

2. For each AND gate—say, $g_i = g_j \land g_k$—we have three arcs $(j, i), (k, i)$ and $(i, t)$. Their capacities are $c(j, i) = 2^i, c(k, i) = 2^k$, and $c(i, t) = 2^j + 2^k + d2^i$, where $d$ is the fan-out ($\leq 2$) of gate $g_i$. Figure 10.15(b) illustrates the arcs corresponding to an AND gate.

3. For each OR gate, say $g_i = g_j \lor g_k$, we have three arcs $(j, i), (k, i)$ and $(i, s)$ whose capacities are $c(j, i) = 2^i, c(k, i) = 2^k$ and $c(i, s) = 2^i + 2^k + d2^i$, where $d$ is the fan-out of $g_i$. Fig. 10.15(c) illustrates this case.
4. Finally, we have the arc $(0, t) \in A$ such that $c(0, t) = 1$.

An example of a circuit and its corresponding network are shown in Figure 10.16.

Constructing the network $N = (V, A)$ consists essentially of replacing each gate $g_i$ of $C$ by at most three arcs in $N$. Clearly, such a construction can

---

**FIGURE 10.15**

Arcs corresponding to (a) the input nodes $g_i$ and $g_j$, (b) an AND gate, and (c) OR gate.

**FIGURE 10.16**

A circuit and its corresponding network. (a) A Boolean circuit describing an instance of MCVP2. (b) The network corresponding to the circuit shown in (a).
be carried out by an NC-algorithm. The rest of the proof will be completed by establishment of the following claim.

**Claim:** The maximum flow in $N = (V, A)$ is odd if and only if the output of the circuit $C$ is equal to 1.

**Proof of the Claim:** We shall introduce a function $f$ on the arcs of $N$; later we show that $f$ is a maximum flow in $N$. The function $f$ is defined as follows:

1. For each input node $g_i$, let $f(s, i) = c(s, i)$. Recall that $c(s, i) = 2^i$ or 0, depending on whether $g_i = 1$ or 0. As for the arc $(s, i)$, set $f(i, s) = f(s, i)$ if $g_i$ does not appear as the input of any gate; otherwise, set $f(i, s) = 0$.

2. For each arc $(i, j) \in A$ such that $i, j \not\in \{s, t\}$, set $f(i, j) = 2^i$ if the value of $g_i$ is equal to 1; otherwise, set $f(i, j) = 0$.

3. For each AND gate $g_i = g_j \land g_k$, set $f(i, t) = c(i, t)$ if $g_i$ is equal to 1; otherwise, set $f(i, t) = f(j, i) + f(k, i)$.

4. For each OR gate $g_i = g_j \lor g_k$, set $f(i, s) = f(j, i) + f(k, i) - d2^i$ if $g_i$ is equal to 1; otherwise, set $f(i, s) = 0$. As before, $d$ denotes the fan-out of $g_i$.

5. Finally, set $f(0, t) = 1$ if $g_0$ is equal to 1 and 0 otherwise.

The function $f$ defines a flow in $N$. The capacity constraint is obviously satisfied for each arc in $N$. It is simple to verify that the conservation constraints are satisfied as well (Fig. 10.17 illustrates the two cases of AND and OR gates).

The flow $f$ will always define a maximum flow in $N$. Suppose that it does not. Then, there exists an augmenting path $Q$ in $N$ relative to $f$. The path $Q$ must start with a backward edge, since all arcs $(s, i)$ are saturated and must end with a forward arc, since there are no arcs out of $t$. Hence, we must have three consecutive vertices $j, i$, and $k$ on $Q$ such that $(j, i)$ is a backward edge and $(i, k)$ is a forward edge, as shown in Fig. 10.18.

We finish the proof by showing that such a configuration cannot possibly exit. There are three possible cases:

1. $g_i$ is an input node. Hence, $j = s$, which implies that $f(i, s) = 0$, a contradiction.

2. $g_i$ is an AND gate. Notice that $(j, i)$ and $(i, k)$ are two arcs coming out of vertex $i$, and $j \neq t$. Hence, $g_i$ is an input to $g_j$. The fact that $f(i, j) > 0$ implies that $f(i, k) = c(i, k)$, which is impossible.

3. $g_i$ is an OR gate. The flow $f$ is either 0 on all arcs coming out of an OR gate $g_i$, or the arcs coming out of $g_i$ are all saturated, except possibly for the arc $(i, s)$ Since $k \neq s$ and $f(i, k) < c(i, k)$, this fact implies that $f(i, j) = 0$, which contradicts the fact that $(i, j)$ is a backward edge.

Therefore, the augmenting path $Q$ cannot exist; hence, $f$ defines a maximum flow in $N$. The parity of $val(f)$ depends on only $f(0, t)$, since all other arcs into $t$ are assigned flows of even parity. It follows that the output of the circuit $C$ is equal to 1 if and only if the maximum flow of $C$ is odd; hence, MAXFLOW is P-complete.

\[\square\]
10.6 Summary

We established, in this chapter, several inherent limitations on PRAM algorithms. As a result, several specific functions were shown to require logarithmic or near logarithmic number of steps under fairly general assumptions. In particular, we saw that the simple problem of computing the Boolean OR of \( n \) bits requires \( \Omega(\log n) \) time on the ideal CREW PRAM, regardless of the number of processors available, whereas it can be solved in \( O(1) \) time, using \( n \) processors, on the common CRCW PRAM. We also saw that, on the EREW PRAM with a relatively large number of processors, the problem of searching a sorted list cannot be handled significantly faster than it can be handled on a single processor. In addition, using an algebraic technique for deriving lower bounds on bounded-depth circuits, we showed that the parity function on \( n \) bits requires \( \Omega(n/\log \log n) \) time on the priority CRCW PRAM, using any polynomial number of processors. Finally, we addressed the issue of whether there exist extremely fast parallel algorithms at a reasonable cost for solving several important problems, such as maximum flow, linear programming, and depth-first search. The \( NC \)-theory was used to provide a strong evidence on the negative side.

The topics covered in this chapter touch on a few elements of parallel complexity theory. Our presentation has been substantially tilted toward the PRAM model, in the same spirit as in the rest of the book. To put things in a better perspective, we note that three fundamental notions are closely related: parallel time, sequential space, and circuit depth. The relationships among these measures form the basis of a beautiful theory of parallel complexity. The bibliographic notes contain pointers to several references that discuss this theory in depth. Here, we will sketch a result from this theory.

We define the class \( NC^k \) to be the set of functions computable by a uniform family of circuits \( \{C_n\} \) such that the size of \( C_n \) is polynomial in \( n \) and its depth is \( O(\log^k n) \), for \( k \geq 1 \). Similarly, we define \( EREW^k \), \( CREW^k \), and \( CRCW^k \) to be the classes of functions computable by the EREW, CREW, CRCW PRAMs, respectively, in \( O(\log^k n) \) time, using a polynomial number of processors. Then, we have the following relationship among these classes:

\[
NC^k \subseteq EREW^k \subseteq CREW^k \subseteq CRCW^k \subseteq NC^{k+1}.
\]

Hence, the class \( NC \) could have been defined by \( NC = \bigcup_{k \geq 1} NC^k \), which does not involve the PRAM model at all. In fact, the class \( NC \) remains invariant under a variety of parallel models; hence, its complexity is of fundamental importance. Determining the exact relationships among these classes remains a major open research goal.
Exercises

10.1. Describe in detail how a concurrent-write instruction of a p-processor priority CRCW PRAM can be implemented on a p-processor EREW PRAM in $O(\log p)$ time.

10.2. Our simulation of the priority CRCW PRAM on the EREW PRAM has been expressed in the time-work framework. Consider using the time-work framework. Given a priority CRCW algorithm running in $O(T(n))$ time and using a total of $W(n)$ operations, what are the corresponding time and total number of operations required by the simulating EREW PRAM?

10.3. Given a set of positive integers $x_1, x_2, \ldots, x_n$ stored in the first $n$ cells of the global memory of an arbitrary CRCW PRAM, the **element-distinctness problem** is to determine whether there exist $i \neq j$ such that $x_i = x_j$. Show how to solve this problem in $O(1)$ time, using $n$ processors. Hint: Exploit the fact that the $x_i$'s are positive integers.

10.4. You are given a common CRCW PRAM with $p \log p$ processors such that each of the global locations $M_1, M_2, \ldots, M_p$ contains a pair $(j_i, \alpha_i)$ for $1 \leq i \leq p$. Write down the algorithm to be executed by each processor $P_i$, such that $\alpha_i$ will be written into location $j_i$ in $O(1)$ time. If several $j_i$'s are equal, the smallest indexed $\alpha_i$ is written into location $j_i$.

10.5. Each processor $P_i$ of a $p$-processor arbitrary CRCW PRAM has a write instruction into a certain global memory location $M_i$, for $1 \leq i \leq p$. Write down the algorithm to be executed by each $P_i$ to simulate a concurrent write on the priority CRCW PRAM. Assume that the memory locations $M_0, M_1, \ldots, M_{p-1}$ are special and contain 0 initially.

Exercises 10.6 through 10.8 shed light on the relative powers of the CRCW models as a function of the number $m$ of shared memory locations when the number of processors is held fixed at $n$. A particular model is denoted by its name, followed by the number of shared memory locations in parentheses; priority(1) and common($m$) are examples.

10.6. The **$1$-color minimization problem** is described as follows. Given a set of $n$ processors $P_i$, each having a color $x_i \in \{0, 1\}$ in its local memory, each processor $P_i$ is supposed to compute the value $v_i \in \{0, 1\}$ such that $v_i = 1$ if and only if $P_i$ is the lowest-indexed processor with $x_i = 1$. We have already seen how to solve this problem in $O(1)$ time on the common CRCW, when no restrictions are placed on the size of the shared memory. Generalize this algorithm (Exercise 2.13) to show that the 1-color minimization problem can be solved in $O\left(\frac{\log n}{\log (m + 1)}\right)$ time on common($m$).

10.7. Use Exercise 10.6 to show that common($m$) can simulate one step of priority($m$) in $O(\log n)$ steps.

10.8. *Use an adversary argument to show that the 1-color minimization problem introduced in Exercise 10.6 requires at least $\frac{\log (n + 1)}{\log (m + 1)}$ steps on arbitrary($m$).

10.9. Show how to reduce the problem of simulating the priority CRCW PRAM on the arbitrary CRCW PRAM to integer sorting in $O(\log n)$ time using $O(n)$ operations.

10.10. Give an example of a Boolean function of $n$ variables that does not have a critical input and whose computation requires $\Omega(\log n)$ time on the CREW PRAM with any number of processors.

10.11. Prove Lemma 10.3.

10.12. Where did we need the exclusive-write assumption in the proof of Lemma 10.3?

10.13. Establish the correctness of Corollary 10.3.

10.14. The purpose of this exercise is to show that the Boolean OR function of $n$ variables can be computed by an $n$-processor CREW PRAM in $\leq \log_2 n + O(1)$ steps, which is less than $\log n$.

Let the input bits $x_1, \ldots, x_n$ be stored in $M(1), \ldots, M(n)$ of the global memory, and let $n = F_{21} + 1$, where $F_i$ is the $i$th Fibonacci number. Recall that the Fibonacci numbers are defined by $F_0 = 0, F_1 = 1$ and $F_{i+2} = F_{i+1} + F_i$, for $i \geq 0$. Each processor $P_i$ uses two variables $y_i$ and $t_i$, which are initially set to 0. The algorithm executed by $P_i$ is the following:

if $i + F_2 \leq n$ then set $y_i = y_i + F(i + F_2)$
if $(i > F_{2+1})$ and $y_i = 1$ then set $M(i - F_{2+1}) = 1$

a. Show that, just before step $t$, we have $y_i = x_i + x_{i+1} + \cdots + x_{i+F_2-1}$ and $M(i) = x_i + x_{i+1} + \cdots + x_{i+F_2-1}$, for $1 \leq i \leq n$.

b. Deduce that the algorithm uses at most $\log_2 n + O(1)$ steps.

10.15. Consider the computation of $x^n$, where $x$ is an input data stored in a location of the global memory.

a. Show that $x^n$ can be computed in one step on the ideal PRAM model.

b. Show that $\Omega(\log n)$ steps are required by the standard arithmetic CREW PRAM. Assume that each step consists of a read instruction, or a write instruction, or an arithmetic operation from $\{+, -, \times, \div\}$. Hint: Show that any function computed at the $k$th step is of degree $\leq 2^k$.

10.16. Given a string $w$ of length $n$ and a set $S \subseteq \{1, \ldots, n\}$, the notation $w^{(S)}$ indicates the string $w$ with all the bits in $S$ flipped. A Boolean function $f$ on $n$ variables is **sensitive** to $x$, on $w$ if $f(w) \neq f(w^{(S)})$. The sensitivity
10.23. Develop a PRAM algorithm to compute the DFS numbers of the vertices of a directed graph \( G = (V, E) \) where the graph is given by its adjacency lists as in ordered DFS. Your algorithm must run in \( \Omega \left( \frac{E}{p} + |V| \right) \) time, using \( p \) processors.

10.24. Given an NC-algorithm to solve the ordered DFS decision problem, derive an NC-algorithm to solve the ordered DFS problem.

10.25. Develop an NC-reduction from CVP to MCVP.


10.27. Prove that the (NOR-CVP) is P-complete.

10.28. Prove that the fan-out 2 (MCVP2) is P-complete.

10.29. Given an arithmetic circuit defined by a sequence \( AC = (a_1, \ldots, a_n) \) such that each \( a_i = 0 \) or 1, or \( a_i = a_j \) or \( a_i = a_j \times a_k \) for some \( j, k < i \), we are interested in determining whether or not the value of \( g_{n0} \) is equal to 1. Show that this problem is P-complete.

10.30. The lexicographically first maximal-clique (LFMC) problem is stated as follows: Given an undirected graph \( G = (V, E) \) with an ordering on the vertices and a vertex \( v \in V \), is \( v \) in the LFMC clique of \( G \)? The graph \( G \) shown in Figure 10.19 has \( v_1, v_2, v_3 \) as the LFMC. Show that LFMC is P-complete. Hint: Use MCVP.

10.31. Given a finite set \( X \) with a binary operation \( \bigcirc \), an initial subset \( I \subseteq X \), and an element \( x \in X \), the \textbf{generability problem} is to determine whether \( x \) is in the closure (under the operation \( \bigcirc \)) of \( I \). Show that the generability problem is P-complete.

10.32. Given a path system \( P = (X, R, S, T) \), where \( S \subseteq X, T \subseteq X, \) and \( R \subseteq X \times X \times X \), the \textbf{Path problem} is to determine whether there exists an admissible node in \( S \). A node \( x \) is admissible if and only if \( x \in T \) or there exist \( y, z \in X \) such that \((x, y, z) \in R \) and both \( y \) and \( z \) are admissible. Show that the \textbf{PATH problem} is P-complete. Hint: Use a reduction from generability.

---

**Figure 10.19**

A graph whose first lexicographically maximal clique consists of the vertices \( v_1, v_2, \) and \( v_3 \).
10.33. * The planar circuit value problem (PCVP) is described as follows: Given a circuit $C = (g_1, \ldots, g_n)$ representing a planar circuit, determine whether the output is equal to 1. Show that PCVP is P-complete.
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discrete Fourier transform, 379-386
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elementary symmetric functions, 424
embedding of graphs, 38
EREW PRAM, 15
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expected value, 437
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extreme point, 265
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Fast Fourier Transform (FFT) algorithm, 381-385
feasible region corresponding to linear inequalities, 277
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fingerprint functions, 451-456
finitely generated sequence, 487
Floyd-Warshall algorithm, 258-259
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genearbility problem, 557
genearbning polynomial of a sequence, 487
Greatest common divisor, integers, 313
polynomials, 415-419
hash function, perfect, 361
hashing, 451
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Horner’s algorithm, 37, 368-369, 372
hypercube, 20-24, 38-39
ideal PRAM, 502-503
incidence matrix.
directed graphs, 246
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inorder traversal, 128, 139, 196
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iterative methods for matrix inversion, 409
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linear order, 61
linear processor array, 17-19
linear programming, 277-279, 540, 552
linear recurrences, 308-375
linear systems, 406
banded triangular, 370, 376-379
triangular, 375-376
linear inequalities, 540, 552
list contraction, 192-198
list ranking, 92-108
loop of a node in suffix trees, 343, 353
low function, 236
lower bounds.
CERC PRAM, 512-529
CREW PRAM, 502-508
EREW PRAM, 508-511
majority function, 529
merging, 188-199
merging, 189-192
parity function, 528
searching, 187-188
sorting, 192
unbounded fan-in circuits, 524-528
lower envelope, 286-291, 304
lowest common ancestor, 128-136, 142
LU factorization, 406-407
Markov inequality. 485
matching, in a graph, 474-484
in a tree, 140
perfect, 460
matrix inversion, 406, 409
matrix multiplication, 9, 15-16, 19-20, 23-24, 33-35, 247-249
Boolean, 248-249
matrix powers, 249
matrix vector multiplication, 11-12, 17-19
matrix, lower triangular, 84-85, 375-376
matrix, tridiagonal, 422
maximum flow, 532-534, 540, 543-551
maximum, 71-74
mean value, 437
median, 181
median, approximate, 489
merger, 158-160
merging, 61-65, 148-157
message passing, 17
MIMD, 11
minimization spanning trees, 222-227
monotone circuit value problem, 539
Monte Carlo algorithms, 440
multilocation of a point, 285
multiple instruction multiple data (MIMD), 11
NC class, 534-535
network flow, 532-534, 543-545
network model, 16-24
networks, Benes, 200
Clos, 199-200
comparator, 173
Newton’s identities, 426
Newton’s iteration, 411-412, 425
NOR circuit value problem, 539
normal hypercube algorithms, 23
number of descendants, 118
obvious algorithm, 174
odd-even merge, 181, 198
optimal parallel algorithm, 32
OR Boolean function, 507
see also AND Boolean function
ordered depth-first search, 531-532, 540-543
P-completeness, 529-552
parallel complexity of a dag, 9
parallel computation thesis, 558
parallel prefix, 53-55, 99
parallel random access machine (PRAM), 11-16
parallel search of a sorted list, 146-148
parto statement, 27
parentheses matching, 141, 196
parity function, 526-528
partitioning, 61-65
PATH problem, 557
pattern analysis, 319, 327-339
pattern matching, 450-459
perfect hash function, 361
period of a string, 312-315
periodicity lemma, 313
pipeline merge sort, 161-172
pipelining, 65-70, 161-172
planar circuit value problem, 558
planar graph, 305
planar subdivision, 308, 447
point location, 445-450
planar graph, 446
planar sweep tree, 280-283
plane sweeping, 279-285
pointer jumping, 52-56
polygon, 265
polygonal chain, 265
polygonal division, 394-397
polygonal evaluation, 368-369, 372, 386, 397-400
polygonal greatest common divisor, 415-419
polygonal identities, 460-464
polynomial interpolation, 386, 400-402
polynomial multiplication, 386-388
positioner traversal, 115-116
PRAM, 11-16
arbitrary CRCW, 15
arithmetic, 368
common CRCW, 15
comparison, 186-187
CRCW, 15
CREW, 15
EREW, 15
ideal, 502-503
priority CRCW, 15
randomized, 440
restricted, 516
precedence graphs, 7-9
predecessor of an element in a sorted list, 151, 286
prefix minima, 83, 85, 133
prefix sums, 38, 44-51
segmented, 83
precedence traversal, 139, 143, 197, 232
Prim’s algorithm, 223
primitive root of unity, 385
probability function, 437
probability measure, 435
processor allocation, 28-31, 49-51
pseudoforest, 87, 205
QR factorization, 406, 407
quick sort, 196, 465-473
rake operation on a tree, 119
random access machine (RAM), 6
random sampling, 456
random variable, 437
randomized PRAM, 440
range minima problem, 131-136
receive statement, 16
reducibility, 535-536
reflection m.brative closure, 230
regular expressions, 360
remainder sequence, 416
repeated squaring algorithm, 36, 250
residual of an approximation to matrix inverse, 409
restricted PRAM, 516
resultant matrix, 410
ring network, 17-19
ring, 249
RNC class, 534-535
routing a tree, 114-115
routing, 17
ruler of a linked list, 101
running time of a sequential algorithm, 6
sample of a sorted sequence, 161
sample sort, 470-473
sample space, 435
schedule of a dag, 8-9
selection, 181-184, 197-198
semicircle property, 302
send statement, 16
sensitivity of a Boolean function, 555-556
shared memory model, 9-16
shortest paths, 246, 250-252, 258-259
SIMD, 13
simulation.
between circuits and CRCWs, 515-523
priority CRCW on arbitrary CRCW, 501-502
priority CRCW on common CRCW, 498-501
priority CRCW on EREW, 496-498
single instruction multiple data (SIMD), 13
Soltis's algorithm, 223-227
sorting, 157-173, 196-199
bitonic, 172-181
integers, 79
mergesort, 158-160
networks, 173-181
pipelined mergesort, 160-173
randomized, 464-473
sparse graphs, 213
speedup, 3
standard deviation, 437
Stirling's formula, 439
string editing, 360-361
string matching with k differences, 362-363
string matching, 318-339, 456-457
multipattern, 363
on-line, 352-355
string,
periodic, 313
prefix, 312
suffix, 312
strong orientation, 257
strongly connected components, 257-258
subdivision hierarchy, 447-450
subject of a linked list, 101
substring identifier, 399, 393
suffix tree, 339-352
suffix-minima, 82, 84, 132
suffix-prefix string matching, 362
sum, hypercube, 22
PRAM, 13-14, 27-31
supervertex, 208
supporting line, 265
switching network, 199

Sylvester matrix, 410-411
symmetry breaking, 75-80
randomized, 442-443
systolic algorithms, 19-20
tail of binomial distribution, 439
tangent, 265
upper common, 267
test analysis for string matching, 393-397
Toeplitz matrix, 389-393, 413-415
topological sorting, 259
total order, 61
tour, 258
trace of a matrix, 405
trail in a graph, 256
transitive closure, 246, 249-250
tree computations, 114-118, 126-128
tree contraction, 118-128
tree isomorphism, 142
trees,

centroid, 141
inorder traversal, 128, 139, 196
level, 116
number of descendants, 118
postorder traversal, 115-116
routing, 114-115
tree, 340
Turán's theorem, 188
Tutte matrix, 475
Tutte theorem, 477-478
two-dimensional array matching, 457-459
uniform probability distribution, 435-436
unique cross-over property, 175
Vandermonde matrix, 410, 428
variance, 437
verification of matrix products, 463-464
vertex cover, 140
vertex of convex hull, 265
vertex polygon, 285-286
visible, 285
Waksman's permutation network, 199
walk in a graph, 258
witness array, 315-317, 327-337
witness function, 315
work, 27, 31-32
work-time (WT) optimal, 32
work-time framework, 27-32
WT scheduling principle, 28
zero counting problem, 509
zero-one principle, 198